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Abstract—Though it promises high bandwidths, the optical
medium is not popular in local area networks. This is because
current optical networks do not offer the ease of use and setup
that an uncoordinated multiple access network such as Ethernet
offers. In this paper, we propose a novel nonlinear trellis code
designed for multiple access among uncoordinated nodes in an
optical communications system. This code has been shown to
have an efficiency of 30%. We have implemented the codes on
Xilinx FPGA’s for a 6 user optical system, transmitting data on a
single wavelength. The above system was set up using commercial
off-the-shelf components and we demonstrated BER of � ��

��

for three users, each running at a channel rate of 2 Gbps. Demon-
stration of this system required the design of new channel codes,
architectural optimizations for the implementation of the channel
codes for high speed with limited resources and electrical/optical
optimizations to realize the optical channel.

Index Terms—High-speed architectures, multiple access net-
work, nonlinear trellis code, optical network, uncoordinated
access network.

I. INTRODUCTION

O PTICAL communications have been becoming more
and more important with the ever-increasing demands

for bandwidth. Fiber optic technology has been demonstrated
for speeds up to hundreds of gigabits per second because of its
low loss and low dispersion over extended bandwidths. These
properties of optical technology have been well utilized to
form the backbone of global networks such as the internet and
telephone networks.
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In the local area network domain, optical networks have had
limited success. Though the optical token ring (FDDI) network
promises higher bandwidth [1], Ethernet networks are signifi-
cantly more popular. This success is due to the ease in which a
network can be set up. Nodes on the network can be added and
removed from the network dynamically without disruption of
network communications. In addition, there is no coordination
between the nodes. When a certain node wants to transmit data,
it merely starts to transmit and the CSMA/CD protocol deter-
mines what to do when a collision occurs.

This need not be the case. In the CANbus network [2], col-
lisions between data from several transmitters are used to de-
termine the priority of the messages. By monitoring the aggre-
gate signal of all the transmitters, a transmitter can determine
whether there is a transmitter of higher priority. If this is the
case, it would abort its own transmission. High priority trans-
missions have higher number of dominant bits (bits whose value
cannot be overwritten) in its header; if a dominant bit is de-
tected by a transmitter that is transmitting a nondominant bit,
then it knows that it is colliding with a high priority transmis-
sion. Though CANbus only allows collisions in the header of a
data transmission to determine priority, it illustrates that data can
be transmitted in the OR channel even when collisions occur.

Though there are efforts to implement Ethernet on optical
networks, aggregate throughput performance is fundamentally
limited by collision of data [3]. The average throughput de-
pends on many factors, the most important being the number
of hosts (or users) and the distribution of the transmitted packet
lengths. According to [3], for most cases the throughput ranges
between 70% and 90%. However, the main disadvantage of the
most common forms of uncoordinated multiple access channels,
such as Aloha, slotted Aloha, carrier-sense CSMA, and CSMA
with collision detection (Ethernet), is that they do not provide
a clear QoS in terms of delay or delay jitter, since there can
be collisions, and in case of collision the data packets need to
be retransmitted. There is no guaranteed maximum number of
retransmissions before a successful one in that case. This tech-
nology is therefore not suitable for applications such as VoIP
or HDTV, where delay constraints are crucial. Due in part to
these issues, the 1G Ethernet and 10G Ethernet standards have
since removed support for uncoordinated access and have con-
centrated on point-to-point links.

A common form of multiple access that can provide QoS
in terms of delay and jitter is time-division multiple-access
(TDMA). Optical TDMA as a form of multiple access in
passive optical networks (PON) is currently commercially
available. Ignoring overhead due to slot allocation, TDMA can
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theoretically have an efficiency of 100%. However, TDMA
requires centralized network control. O-TDMA systems also
suffer from bandwidth limitations and difficult scalability.

More recently, optical code-divison multiple-access
(O-CDMA) has been considered as an alternative due to
its enhanced flexibility and simplicity of management since
it does not require centralized network control. O-CDMA
systems can support either synchronous or asynchronous
traffic. Although the synchronous case provides better spectral
efficiency, it requires chip-wise and bit-wise global synchro-
nization increasing the complexity [4], [5]. An asynchronous
O-CDMA has been proposed in [6]. In that work an asyn-
chronous OCDMA system using 2–D time/wavelength coding
with code position modulation (CPM) is demonstrated. A first
implementation provides multiple access to six users transmit-
ting at a data-rate 2.5 Gbits/s per user over eight wavelengths
supporting a transmission of 10 Gchips/s/wavelength. This
gives an efficiency of ,
around 19%. A similar CPM-2PPM implementation is de-
scribed with better bit/chip efficiency. This implementation
provides multiple access to eight users transmitting at a
data-rate 10 Gbits/s per user over 12 wavelengths supporting a
transmission of 24 Gchips/s/wavelength. The efficiency of this
system is .

The system proposed in this work provides an asynchronous
and uncoordinated multiple-access, and given a certain number
of users, the rate and delay for each user is specified. We demon-
strate the desirable properties of Ethernet by marrying the high-
bandwidth properties of optical networks with the flexibility of
Ethernet. Collisions are allowed, and corrected by careful de-
sign of forward-error correcting channel codes. The uncoordi-
nated multiple access properties will be provided by a set of
novel channel codes, which guarantee that data can be decoded
at optical bit error rates (BERs), i.e., BER . This BER
performance will be maintained even in the presence of other
transmissions (interference).

We model the optical channel as an OR multiple access
channel. An OR channel behaves like an N-input OR gate,
where N is the number of nodes transmitting simultaneously.
Assuming on-off keying, if any node transmits a “1’ data bit,
all the receivers will see a “1” bit in the channel. If all nodes
transmit a “0” bit, then the receivers will see a “0” in the
channel. In the CANbus network, the “1” bit is called the dom-
inant bit since its value hides the presence of any “0” bits. A
passive optical star network can also be used as an OR channel.
Physically, the dominant “1” bit is represented by the presence
of light and the “0” bit is presented by the absence of light.

Theoretically, up to 70% efficiency can be achieved in such
a channel by treating the interference of other users as noise.
In [7] nonlinear turbo codes which provide a BER of 1e-7 at
60% efficiency has been proposed. However, these codes re-
quire block-lengths in the order of thousands, which increases
latency, and require an iterative decoding which is costly to im-
plement and cannot achieve the required throughput for optical
speeds using current technology. We are able to achieve 30% ef-
ficiency by using nonlinear trellis codes, which can be decoded
using the Viterbi [8] algorithm, which has low complexity and
provides the throughput required in this application. The system

Fig. 1. High-level view of demonstration system.

shown in this work allows a completely uncoordinated multiple
access, which provides a fixed throughput efficiency (30%) and
a fixed delay given the number of users. This efficiency is sim-
ilar or better than the shown in [6] without the need of CPM.
Note that the CPM provides improved efficiency at the cost of
a receiver that needs to operate at the chip rate instead of the
bit rate. Although this comparison does not consider how im-
plementation scales to high number of users, encoder/decoder
complexity, or bit-rate, it shows that our system can outperform
asynchronous OCDMA in terms of efficiency. This is due to
the use of FECs to treat collisions, which are avoided in present
O-CDMA solutions.

A. Demonstrator Design

This paper describes the design and implementation of a
system that demonstrates an uncoordinated multiple access
optical network. The system features six nodes simultaneously
transmitting into an optical channel. A receiver node takes the
aggregate signal and decodes a single user. Fig. 1 shows the
system block diagram of our system. Each transmitting node is
comprised of an FPGA, which codes the data; a laser, which
provides the carrier for the coded data; and a modulator, which
combines the two together and puts the data on the channel.

The goal of our demonstration system is to show successful
transmission and decoding of data from six users on a single
optically coupled network. The channel bit rate of 2 Gbps is
divided among the 6 nodes using novel channel coding tech-
niques. This will give an uncoded useful data bandwidth of
93 Mbps for each node. The channel bandwidth is guaranteed
for each node; in Ethernet technologies, useful bandwidth ex-
perienced by each node are not guaranteed and depends on the
traffic characteristics of the other nodes in the system.

Though the system was built with commercial off the shelf
components, the design involves close cooperation between sev-
eral design domains. The decision to implement the channel
codes on a Virtex II Pro FPGA platform allows hardware speeds
to be achieved while maintaining a programmable platform. In
addition to this, this platform allows us to accurately predict
the performance and cost of such a network in the future when
ASICs are used. However, the choice of platform also imposes
limitations on the other two domains.

The Virtex II Pro FPGA board contains several high speed se-
rial transceivers. They were independently measured to be able
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to support a channel rate of 2 Gbps. The electrical/optical system
was built in order to support this rate.

The main design goal for channel coding is to find the highest
rate code that is able to provide BER. Experience
has shown to us that for complex FPGA designs, useful work
takes between 5 to 10 ns to compute (from the datasheet, a 64
bit accumulator takes 6.7 ns and does not include the routing
overheads of a large design); this translates to a 100 to 200 MHz
clock. In order to process the 2 Gbps, the coding algorithm will
need to support a parallelization factor of at least 10 to 20. Also
because of the large throughput requirements, powerful iterative
coding algorithms may not be used.

The Sections II–V discuss in detail the design issues in each
of the three design domains and how they interact with each
other. Section II describes the design process of the channel
code. Section III describes how these algorithms were imple-
mented onto a FPGA platform. Section IV describes the optical
system and how the logical system interfaces with it. Section V
analyzes the results of the final demonstration system setup and
Section VI concludes the paper.

II. UNCOORDINATED MULTIPLE ACCESS STRATEGY

In this section, we present a review of the optical channel
model used in this work and the high-level system design tech-
niques used to provide uncoordinated multiple access to optical
channels. For further details on the theoretical aspects of the ap-
proach presented in this paper, the reader should look at [9].

A simple communications model that can describe the mul-
tiple-user optical channel with noncoherent combining is the
OR multiple access channel (OR-MAC). In this channel, if all
users transmit a zero, then the channel output is a zero. How-
ever, if even one user transmits a one, then the channel output is
a one.

Information theory tells us that the maximum sum-rate (the
sum of the rates of all the transmitters in the system) of the OR
channel is 1 information bit per received data bit. For unco-
ordinated multiple-access, interleaver-division multiple-access
(IDMA) [10], [11] is a promising approach which has been suc-
cessfully applied to general MACs. With IDMA, every user has
the same channel code, but each user’s code bits are permuted
using a unique randomly drawn interleaver. The receiver is as-
sumed to know the interleaver of the desired users, and performs
joint iterative decoding of all the users data. However, under cur-
rent technology, this decoding technique produces prohibitively
large designs for optical speeds with today’s technology.

Hence, for a simple uncoordinated access decoder, other users
must be treated as noise. From a single-user perspective, this
transforms the OR channel into the Z-Channel shown in Fig. 2.
In this channel, when a particular user transmits a 1, a 1 is re-
ceived. When this user transmits a 0, a 1 can be received with
probability equal to the probability that any of the users trans-
mits a 1.

Treating other users as noise, a channel sum-rate of
can theoretically be achieved for any number of users.

Thus, while dramatically decreasing the decoding complexity,
only 30% of the channel sum-rate would be lost with the use of
capacity achieving codes.

Fig. 2. The Z-Channel.

For the IDMA-based architecture presented above, what is
left is to design appropriate channel codes for the Z-Channel.
In order to achieve the maximum symmetric sum-rate where
each user sees a Z-channel, the channel code must produce in
its output a particular average density of ones which depends
on the number of users as

Linear codes produce an average ones density of 1/2, which
would lead to an unacceptable sum-rate. For example, for 6
users the maximum achievable sum-rate using linear codes is
less than 10%, and for 10 users it is less than 1%. Hence, non-
linear codes that produce the proper ones density are required
for this application.

The channel code used in this work is a nonlinear trellis code
(NL-TC) code. This novel code provides the appropriate infor-
mation rate and density of ones. A Viterbi decoder allows a
simple and fast decoding of NL-TC. A brief description of the
design of these codes is presented in Sections II-A–C.

A. Directional Hamming Distance

Regular convolutional codes are designed so that the Ham-
ming distance between codewords is maximized. Hamming dis-
tance is the number of bits that differ between the codewords.
This distance is directly associated with the number of errors
such a code can decode. In the Z-Channel, a transmitted 1 will
always induce a received 1. Thus, to make a decoding error, the
decoder must see ones in all the bit positions where the incorrect
codeword has ones. This implies that a new definition of dis-
tance is required. Let us define the directional Hamming dis-
tance the number of positions at which the codeword

has a 0 and the codeword has a 1. Note that is
not necessarily equal to .

Given that the purpose of the design is to maximize this
directional distance, the safest definition of distance between
branches would be

which is the “greedy” branch-wise metric that will be maxi-
mized in our design. By taking the minimum between the two
directional distances as the metric to maximize, we seek to max-
imize the minimum directional distance between all code-
words, albeit in a greedy fashion.

With this branch-wise metric, codewords with equal Ham-
ming weights produce a larger than codewords with dif-
ferent Hamming weights, so we will assign output values to the
trellis branches with as similar Hamming weight as possible,
preferably equal.
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Fig. 3. Basic subgraph of the trellis diagram.

Fig. 4. (a) Four paths that start on the same state in two trellis sections. (b) Four
paths that arrive to the same state in two trellis sections. Branches are labeled
with the input bits that induce traversal of the branch.

B. Nonlinear Trellis Code Design

We use a conventional feed-forward trellis encoder in order
to determine the branches of the trellis, as shown in Fig. 3.
It is a rate-1/n, -state trellis code, with one input bit per
trellis branch. However, instead of using generator polynomials
to compute the output of each branch as is typically done, a
nonlinear table-lookup directly assigns the output values.

The trellis code design consists of assigning output values to
the branches of the trellis code. Those outputs have to maintain
the desired average density of ones . Our goal is to maximize
the minimum directional distance using the greedy pair-
wise metric.

The first step in the design is to assign the Hamming weight
of each branch (number of ones), so that the optimal average
ones density is satisfied as closely as possible. What is left is to
assign the position of those ones in each of the outputs.

An extension of Ungerboeck’s rules [9] in the context of our
pairwise metric can be applied. Ungerboeck’s rule [12] is based
on the fact that every incorrect codeword, in its trellis repre-
sentation, departs from the correct state (split) at some trellis
section and returns to the correct state (merge) at least once.
Ungerboeck’s rule consists on maximizing the distance between
branches splitting from a state (splits) and branches merging to
a same state (merges).

One can extend Ungerboeck’s rule more deeply into the
trellis, and maximize not only the distance between splits, and
the distance between merges, but the distance between the four
branches coming from a split in the previous trellis section,
or the 8 branches coming from a split two sections before,
and so on (see Fig. 4). One can do the same with the merges
moving backwards in the trellis. Notice that by maximizing the
distance between the eight branches coming from a split two
sections before, we are also maximizing the distance between
all four branches coming from a split a trellis section before,
and all splits. The same design strategy is used to maximize the
distance between merges.

Fig. 5. BER of NL-TC codes versus the number of users.

Using the above design strategy, three candidate codes were
design with coding rates of 1/17, 1/18, and 1/20. Fig. 5 shows
the candidate codes in a Matlab simulation of BER versus the
number of simultaneous users in the system. The achieved BER
is in the order 1e-5 which is considerably above our target BER
1e-9. However, this can be solved by using a Reed–Solomon
code as an outer-code as will be explained in Section III.

The 1/20 code was chosen for our system for practical rea-
sons. Though the 1/17 and 1/18 codes may achieve the required
BER, the high speed serial transceiver has a 20 bit interface and
is, therefore, easier to connect with a 1/20 code. Simple masking
of the interface for 17 or 18 bits is not possible since 20 bits is
still transmitted at the output. The masked bits, though unused,
still contribute to the waveform at the output. Therefore, non20
bit codes require extra interface hardware to be built and may
add to the complexity of the design and decrease throughput.

C. Block Code With NL-TC

Optical systems typically deliver a very low BER. In order to
maintain this BER, the rate of the NL-TC channel code would
have to be very low. A better solution is found taking into ac-
count the distribution of the erred bits in a transmitted stream
after the NL-TC decoding. Thus, a high rate block code that can
correct few symbol errors can be attached as an outer code, dra-
matically lowering the BER.

A concatenation of the rate-1/20 NL-TCM code with a (255
bytes, 237 bytes) Reed–Solomon code has been tested for the
6-user OR-MAC scenario. The rate of this code is

. The simulated BER is 2.5e-10. For six users,
the sum-rate is .

III. CODE IMPLEMENTATION

The coding algorithms were implemented on the Xilinx
VirtexII-Pro FPGA [13]. In particular, we implemented a
rate-1/20 64-state NL-TC, intended for 6-user multiple access
to the OR channel. The implementation dataflow block diagram
is shown in Fig. 6. Data to be transmitted is first encoded with
a Reed Solomon block code. The output bits of this block
are encoded with the trellis code and then passed on to the
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Fig. 6. Coding implementation dataflow.

interleaver. Finally, the resulting bits are sent to the high speed
serial transceiver (Rocket I/O) to be sent off-chip. The chosen
rate 1/20 trellis code together with IDMA provide the uncoor-
dinated access properties of our system and are able to bring
the BER to about 1e-5 for six users. The outer Reed Solomon
block code further decreases the BER to below 1e-9.

All the nodes of the system use the same code, but the IDMA
interleavers are used to ensure that the coded bit patterns do not
look the same in the optical channel. Finally, the Reed–Solomon
block code is used to further reduce the BER to less than 1e-9.
In addition to these blocks, synchronization blocks ensure that
the received bits are aligned properly so that decoding can be
performed correctly.

During code design, the interference signal was assumed to
have a random uniform distribution; therefore interleavers are
used after channel coding to randomize the position of the code
bits. This combination allows us to recover data at a BER of
1e-5. A Reed Solomon block code is added at the back end to
reduce the BER further to 1e-9. Since our target physical layer is
the optical channel, data throughput is the main design criterion.
The Viterbi decoder and interleaver blocks have been identified
as the bottlenecks of the system and novel architectures are de-
veloped to mitigate their effects.

A. Trellis Encoder

To protect data in the OR channel, our NL-TCM code uses
20-bit codewords and contains 64 states. Fig. 7 shows the archi-
tecture of the trellis encoder. The design of the encoder consists
of a 5–bit shift register used to address memories that outputs
two of the 128 possible codewords. The latest input bit is used
to select the desired codeword. Each clock cycle a new data bit
is shifted into the register and a new 20–bit codeword is pro-
duced. Unlike common binary encoders, our trellis code has a
relatively low ones density, much less than the usual 50%.

B. Viterbi Decoder

In DSP implementations, the Viterbi decoder focused on the
acceleration of a single branch metric calculation and careful
memory management for storing the results. This means for de-
coding a single code word, several clock cycles (depending on

Fig. 7. Trellis encoder architecture.

Fig. 8. Viterbi decoder architecture.

the number of states in the trellis code) are needed. Hardware ar-
chitectures such as those proposed by Zhu and Benaissa [14] and
Guo et al. [15] have focused on area efficient architectures. For
common wireless applications, such as 802.11b and 802.16a,
Abdul Shakoor [16] describe a fast parallel hardware implemen-
tation that decodes at 160 Mbps on a FPGA.

For our nonlinear trellis code that uses 20-bit codewords and
contains 64 states, a traceback length of 35 is used in the Viterbi
decoder. The technique used to design the decoder is to paral-
lelize and pipeline all operations as much as possible. Care was
taken to find structures where feedback paths are as short as pos-
sible. The overall architecture of the Viterbi decoder is shown
in Fig. 8.

The Viterbi decoder can be divided into several different
stages, each of these stages will be discussed individually in
detail:

• calculation of metric;
• accumulation and selection of metric;
• finding of minimum path;
• subtraction of accumulated result.
1) Branch Metric: Because the Viterbi decoder is being de-

signed for the OR channel, the branch metric used is different
from traditional designs. In an OR channel, it is impossible to
receive a 0 bit when a 1 bit has been transmitted by any of the
nodes. Because of this, in the comparison between the received
codeword and branch codeword, if any of the received bits is 0
when a 1 is expected the branch metric is set to a maximum value
of 20. Errors in which a 1 is received when a 0 is expected are
summed together to give the branch metric in the normal case.
The logic used to implement this function is shown in Fig. 9. In
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Fig. 9. Calculation of path metric.

Fig. 10. Block diagram of sorting network.

our 64 state codes, 128 branch metrics are calculated in parallel;
the logic used to calculate this function constitutes one stage in
our decoder pipeline.

2) Accumulation and Selection: There are two possible
branches that lead to each of the 64 state nodes. The path with
the smallest path metric (which is an accumulation of past
branch metrics) is chosen as the most likely path that was taken
to reach the node. Path metric calculation is performed by
adding the path metric of the source nodes to their respective
branch metrics. The two sums are then compared and the path
with the lowest metric is selected. Sixty-four of these calcula-
tions are performed in parallel and constitutes a single stage
in our pipeline. Further pipelining of this stage is impossible
since the calculation of the path metric involves a feedback
path from previous path metric calculations. Fig. 9 shows the
implementation of this function.

3) Finding Minimum Path: The most likely bit that was trans-
mitted is the bit at the head of the path with the lowest path
metric. At each cycle, 64 path metrics are calculated and their re-
spective paths are accumulated. A sorting network is used to se-
lect the path with the smallest accumulated metric. A minimum
time sorting network based on Batcher’s odd-even merging al-
gorithm [17] is used. This is a recursive algorithm that sorts
a group of unordered numbers (Fig. 10) and contains the fol-
lowing three steps:

• divide the numbers in to two groups;
• sort the two groups of numbers separately;
• odd-even merge the two groups of numbers.
Since it is a recursive algorithm, the basic operation is a

sorting of two numbers. This is implemented with a two input
comparator. The odd-even merge procedure which combines

two sets of sorted numbers into a single set is also recursive
and based on the use of two input comparators.

For the sorting of numbers, the number of compara-
tors grows in . The delay through the network is

. For our system of 64 states, this translates to 543
comparators with a delay of 21 comparators. However, since
there are no feedback paths in the sorting algorithm, the archi-
tecture can be fully pipelined to achieve very fast throughputs.

4) Subtraction of Accumulated Result: The minimum path
metric is fed back to the Viterbi decoder and subtracted from
all 64 accumulated path metrics. This is to ensure that the reg-
ister values do not overflow. The sorting network used to find
the minimum path is heavily pipelined, so the value used is sev-
eral cycles behind the values that are currently calculated. This
delay in the results translates to larger possible accumulated
path metric values which may necessitate the use of larger op-
erators (like adders); this increases the delay of the calculation.
Therefore, care was taken to pipeline the sorting network only
to the degree that is necessary to avoid unnecessary increases
in hardware and possible increases in critical path delays. The
sorting network in our design is pipelined to have six cycles of
latency.

C. Interleaver

Interleavers, which permute the order of data bits, are com-
monly used to randomize the data stream and improve the per-
formance of error correcting codes. In our system, each trans-
mitter uses a unique interleaver pattern designed to protect a
transmission from interference in an OR channel. This pattern
is chosen from a set of patterns determined at design time to
have good cross correlation properties. The role of the inter-
leaver in our system is similar to its role in an IDMA system
described by Ping et al. [11]. In that system, interleavers are
used to distinguish nodes in a wireless CDMA system and in-
crease channel capacity. The interleaver design, therefore, must
be flexible enough to accommodate a family of permutation se-
quences that work well together. Interleaver design for IDMA
has been examined by Pupeza [18]. In that work, however, the
focus has been focused on performance efficiency rather than
high-speed implementation. As a consequence, we are unable
to take advantage of their results, instead, a novel new architec-
ture was developed.

A deinterleaver is used at the receiver to recover the initial
sequence. Its architecture is the same as the interleaver archi-
tecture; the permutation sequences, however, are run in reverse
order to recover the original uninterleaved signal.

In theory, the ideal interleaver architecture is one that al-
lows an input data block of size N to be permuted to any of
its N! possible permutations. Conventional interleaver archi-
tectures process the data serially i.e., a single bit at a time.
This scheme becomes increasingly difficult to implement as data
rates increase e.g., a 10 Mbps channel only allows 100ps to
process each bit. Our architecture design, therefore, focuses on
parallel processing to achieve the desired rate. We took care,
however, to ensure that the architecture can support enough per-
mutations so that a good set of interleaver patterns can be found.

One possible method of implementing the interleaver is to
consider the input as 20 bit words. The output of the interleaver
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Fig. 11. Indexed write-by-row, read-by-column interleaver.

will be a random ordering of the 20 bit words. The implemen-
tation of this interleaver is both fast and has low complexity.
However, simulations show that this does not provide enough
randomness for our channel codes.

To increase randomness without sacrificing speed and
complexity, we adopted a randomized write-by-row,
read-by-column scheme for our 1600 bit interleaver. As
seen in Fig. 11, data can be broken into square blocks of 400
bits. Each of the 20 rows and columns are indexed. Groups of
20 incoming bits are written to a randomly indexed row. When
the data block is filled, the bits are read out of the block one
column at a time in a random order.

The 400-bit-square block forms the basic unit of our inter-
leaver design. In order to produce the necessary randomness,
four of such blocks were used in our final implementation. Like
the indexing within the blocks, the inputs and outputs of the four
blocks are accessed independently and randomly.

This scheme provides us with enough randomness to operate
on the optical channel. In our interleaver design, 4 square blocks
of 400 bits are used, giving us a total of 80 indexed locations.
This corresponds to a design space of possible
permutation sequences to choose from. For the desired channel
rate of 2 Gbps, using the 20-bit wordsize of our trellis code, our
target operating frequency for the interleaver is 100 MHz.

Two such memory blocks are used to allow the desired
throughput to be maintained. While the first block is being
written to, the second block is being read out. When the
memory block is filled/emptied, the function of the memory
blocks is reversed. This ping-pong arrangement doubles the
area of the interleaver.

D. Reed Solomon Code

When the Trellis decoder block makes an error, the errors
usually come in a burst of a few bits at a time. A Reed Solomon
(RS) code is a block code that operates on bytes at a time. This
makes it a very good choice to correct the residual errors and
bring the final BER to below 1e-9. A standard (255,237) RS
code was selected.

Since timing is not critical in this block, a standard open
source architecture design from Han [19] was used. The syn-
dromes of the input data block are first calculated. The results
are then used to calculate the error locator polynomial using
Berlekamp’s algorithm. The Chien algorithm is used to find the
roots of the error locator polynomial and these roots provide the

TABLE I
SIZE AND SPEED OF TRANSMITTER AND RECEIVER BLOCKS

location of the errors. Finally, the magnitudes of the errors are
captured.

The data rate at the output of the NL-TCM decoder is
100 Mbps. Since the Reed Solomon code operates on data
blocks of 255 bytes (2040 bits), the time budget for the RS
decoder is 20.4 us. We clocked the module at 50 MHz, and
at the worse case the decoding operation takes 856 cycles
(17.1 s) to complete.

E. Implementation Results

The system blocks were implemented on the VirtexII-Pro
FPGA from Xilinx. Table I summarizes the size various blocks
in the design. The critical period is given for the transmitter and
receiver.

The transmitter is implemented on the VirtexII Pro XC2VP20
FPGA which contains 9,230 slices of logic. Each transmitter de-
sign occupies 40% of the available area. The receiver is a sig-
nificantly larger design and is implemented on the XC2VP50
which has a capacity of 23,616 slices. The receiver design oc-
cupies 70% of the available area.

IV. ELECTRICAL/OPTICAL SYSTEM

Optical systems implementing wavelength division mul-
tiplexing (WDM) and Ultradense WDM with wavelength
spacing as small as 0.05 nm (6.25 GHz) have been demon-
strated to give a high level of multiplexing [17]. However, such
systems require coordination between the different users to
make sure that no two users transmit at the same wavelength.
The multiple access scheme proposed in this paper, however,
requires that there be no coordination. In addition, this scheme
is independent of the center wavelength used for the optical
transmission, unlike the requirement of specifically designed
multiplexers/demultiplexers for WDM systems.

The nonlinear trellis codes described and designed here are
based on the assumption that there is incoherent addition of the
data from the six channels. In other words, the transmission of
a “1” from any two users cannot result in destructive interfer-
ence and will always result in a “1.” In contrast, interference
from two coherent sources may result in an output of “0.” In the
implementation of our system, we use different laser sources
for each channel, with wavelengths determined independently
of each other. Hence, coupling of any two laser outputs can only
give a “1” by constructive interference and never a “0.”

The electrical/optical system design for the demonstration is
shown in Fig. 12. Six independent continuous wave lasers, cen-
tered at 1550 nm are independently modulated with data from
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Fig. 12. Electrical/optical system architecture.

each user. They are then all coupled together using two optical
couplers and transmitted on a single fiber. On the receiving end,
the combined signals are detected by a photodetector. Since the
photodetector detects intensity and hence effectively acts as a
“mixer” of the different signals, we need to be careful about the
wavelengths being used for transmitting the data. If two lasers
with very closely spaced wavelengths are used, the output of the
photodetector would have components of phase noise within the
bandwidth of the optical receiver. This led us to choose lasers
with wavelength separation of nm (10 GHz) since we
were using a receiver with a bandwidth of 10 GHz.

In a practical implementation, an optical phase locked loop
(OPLL) can be used to minimize the phase noise in the system
[21] to a level below other noise sources such as the laser Rela-
tive Intensity Noise (RIN) noise [22] or the photodetector shot
noise. Under the conditions of our experiments, the system is
limited by the shot noise, the spectral density of which is given
by where is the electron charge,
is the total average optical power reaching the detector, and
are the responsivity and the bandwidth of the detector. The lim-
itations of shot noise is explained in detail by Saleh and Teich
[23]. Efforts have been made to minimize the shot noise level
and will be dealt with in Section IV-A.

A. Optical Transmitter

The first three transmitting lasers come from the three chan-
nels of a Santec External Cavity laser (ECL) while DFB lasers
from JDSU and Fujitsu are used for the other three channels.
The current of the DFB lasers is controlled using an ILX Light-
wave Controller. The operating optical powers are to the order
of 2–5 mW and at this power, the system is limited by shot noise.
The noise at the “0” level can be minimized by allowing a neg-
ligible amount of light through the system. This can be obtained
by appropriately biasing the optical modulators.

Mach–Zehnder modulators (MZM) are used as the
intensity modulators which modulate the transmitted light with
the electrical signal. These modulators work on the principle of
the electrooptic effect and have been studied in detail by Wooten
et al. [24]. By having an electric field control the refractive index

of the waveguides in the MZM, the intensity of the input light
can be modulated by an electrical signal. However, since the
refractive index change is also dependent on the polarization of
the input light, polarization controllers (are) place in the optical
path before entering the MZM. Correct polarization is ensured
by adjusting it to give maximum optical power at the output of
the MZM modulators.

Two 4 1 optical couplers are used to combine the six optical
channels into a single channel for transmission. Due to the re-
versible nature of the couplers, each optical channel sees a loss
of 6 dB every time it goes through a coupler. All the transmitters
are asynchronous with each other.

As aforementioned, the shot noise level of the system is pro-
portional to the average optical power. There may or may not be
direct control of the optical output power from the laser itself.
Provided the output powers of the lasers are at a minimum, the
output power of the MZM can be adjusted by the dc bias ap-
plied across the modulator electrodes. In order to minimize the
noise, the preferable dc bias should be set close to the minimum
output power of the MZM such that the shot noise level is below
the thermal noise level of the system. The tradeoff at this bias
point is that the signal is largely distorted due to the nonlinear
characteristics of the transfer function of the MZM at lower dc
bias levels [25]. A dc bias is finally set at a point which strikes
a balance between the noise level (signal-to-noise ratio) and the
nonlinearity and is found by optimizing the bias level until the
best BER for any given user is achieved.

B. Optical Receiver

Two 4 1 couplers combine the optical signals of the six
users together. The combined channels are transmitted through
a single optical fiber to the receiver end. An HP 11982A light-
wave converter, which consist of a p-i-n photodetector (PIN-PD)
followed by a Transimpedance Amplifier (TIA), is used to con-
vert the light into an electrical RF signal. The detected RF signal
is a result of the data from all the six users added together i.e.,
the sum of the optical powers transmitted by each user. How-
ever, since this output is a sum of incoherent data, it follows
the properties of an OR channel and transmits a “0” only when
all the users transmit a 0. Since the HP 11982A has no limiting
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Fig. 13. Demonstration setup: laser sources.

characteristics, the amplitude of the output is proportional to the
number of users transmitting a “1”.

A D flip-flop following the lightwave converter is used to con-
vert this multilevel signal into a binary signal. The D flip-flop
samples the input data at every positive edge of the clock fed
into it. The clock is followed by an adjustable RF phase delay
line which changes the relative phase between the clock and the
signal. This allows the receiver to be synchronized with any de-
sired user. An adjustable threshold is provided to the D flip-flop
and the multilevel photodetected output is converted into a bi-
nary signal depending on its value relative to the threshold.
Thus, the D flip-flop performs the function of retiming and re-
generation. The output binary signal is designed to have voltage
levels that are recognizable by the FPGA receiver.

V. RESULTS

Pictures of the demonstration setup are shown in the fol-
lowing figures. Fig. 13 shows the laser sources; a mixture of
ECL and DFB type lasers is used. Fig. 14 shows how two of the
FPGA transmitters are connected to the optical network. The
light travels from left to right and passes through the polariza-
tion controllers (A) to the optical modulators (B). The modu-
lation signal is provided by the FPGA (C). Fig. 15 shows the
computer used to display the BER and the oscilloscope to look
at the raw received waveform.

Fig. 16(a) shows the raw received waveform for the case of
four simultaneous transmitters. After the thresholder and D flip
flop circuit, the result is shown in Fig. 16(b). This is the wave-
form that is given to the receiver FPGA to decode.

Testing of the system proceeded in the following manner. The
desired user transmits a constant pattern in which the receiver
FPGA is able to detect. This channel is activated first, and the
threshold and sampling moment is adjusted to the correct point.
Each of the other FPGA transmitters are set to transmit random
coded data. This interference is added to the optical channel
one at a time so that the threshold and sampling time may be
manually adjusted. This proceeds until all six transmitters are
simultaneously transmitting on the optical channel. The result
of this is presented in Table II.

Fig. 14. Demonstration setup: FPGA’s and laser modulators.

Fig. 15. Demonstration setup: system monitor and measurement.

Fig. 16. Four user case of receive signal threshold and retiming.

In an actual system, the clocks will not be synchronized and
thus must be recovered from the received waveform. Because
our system is the OR of several users with different clocks,
synchronization is particularly difficult. Though, it is possible
to lock on to the desired user by sweeping the possible clock
phases, synchronization problem is remains difficult and war-
rants further study.

Automatic thresholding should also be performed automati-
cally in a real system. In this case, the receiving node can adjust
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TABLE II
SYSTEM RESULTS

the threshold by measurement of the ones density of the received
signal. When all nodes are transmitting, a ones density of 0.5 is
expected and a feedback loop can be designed to track this.

Due to interfacing problems with the Rocket I/O transceiver,
we were only able to demonstrate a system with three users at a
channel bit rate of 1.2 Gbps. This performance degradation can
be attributed to two main factors:

1) the noise of the lasers used;
2) the clock and data recovery circuit in the FPGA.
As we add more users into the network, the noise floor begins

to rise. This decreases the signal to noise ratio of the desired user
and contributes to the higher BER.

The high-speed serial interface of the Virtex II Pro is a hard IP
placed on the FPGA programmable fabric and is therefore not it-
self programmable. It is designed to receive data with a high de-
gree of transitions. Since we cannot guarantee that the received
signal (aggregate of all transmitters) conforms to this specifi-
cation, there are instances where errors are caused by failure of
the clock and data recovery circuit of the high speed serial inter-
face. In addition, noise in the system creates jitter in the received
signal which also affects the operation of the CDR circuit. The
clock and data recovery problem deserves further investigation.

VI. CONCLUSIONS

With careful design of unique channel codes we have
demonstrated the feasibility of uncoordinated multiple access
in optical networks. Using commercial off the shelf compo-
nents, we demonstrated an operational optical network with
high data bandwidth where each user is able to transmit at
a channel rate of 1.2 Gbps with a BER of less than 1e-9. To
accomplish this goal, the channel codes where codesigned
together with the architectural implementation. The optical
system was specially designed to be able to interface with
our digital hardware. It is only with the close cooperation of
these three parts throughout the design and implementation
steps that the system is able to function. Due to some interface
problems, we were not able to demonstrate operation with six
users. However, there problems can be easily solved in the
next version. In addition, performance can be further increased
in the next version by the implementation of more powerful
channel codes and better conditioning of the received signal
before entering the FPGA.
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