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Abstract—Recent advances in epitaxial growth have led to the prospect of artificial modification of the electronic structure or band structure of semiconductor materials. The combination of strain and quantum confinement in the valence band can lead to substantially more favorable energy dispersion relations for laser action than those existing in the natural semiconductor crystal. Numerical results are presented for a series of alloy compositions with a bandgap near the 1.55 μm optimum wavelength for optical communications. The laser threshold current and the intervalence band absorption can be significantly diminished in properly engineered band structures.

INTRODUCTION

It has become apparent recently [1], [2] that the lowering of valence band effective mass can have considerable benefits for semiconductor lasers. The technology of band structure engineering, which includes superlattices, quantum confinement, and intentional incorporation of strain [3], has now become sufficiently advanced that it can be employed in a routine manner. We must regard the natural electronic band structure of the III-V semiconductor crystals as merely a starting point for application in devices. We can change the band structure in an artificial fashion to suit our needs. In this paper we extend previous work [1], [2] by presenting a series of band structure calculations on alloy compositions and strain layers which are likely to be important for semiconductor lasers employed in optical communications.

In semiconductor lasers the prime culprit is the very heavy valence band mass. Unfortunately, in the III-V semiconductors, there is a serious asymmetry between the very light conduction band mass and the heavy valence band mass. Ideally both masses should be as light as possible. The density of states would be very small and the carrier density required for degeneracy would be minimized. Then the Bernard-Duraffourg [4] condition could be satisfied at a low carrier density with accompanying benefits in terms of threshold current, nonradiative recombination, etc.

In real materials, the usual semiconductor laser picture [5] of a degenerate distribution of electrons and holes does not actually apply. The upper laser levels in the conduction band are indeed filled with degenerate electrons but the lower laser levels in the valence band are not empty.

Due to the heavy valence band mass, the hole quasi-Fermi level is above the top of the valence band and the hole distribution is classical. This situation is illustrated in Fig. 1(a). Therefore, the hole occupation probability at the top of the valence band is small, i.e., the lower laser levels are almost completely filled with electrons.

Present day semiconductor lasers find themselves in the awkward position of lasing down from filled states to almost filled states. The more ideal situation of equal conduction and valence band mass is illustrated in Fig. 1(b). We seek to arrive at that situation by means of band structure engineering.

The top of the valence band at the Γ point of the Brillouin zone has the symmetry of an atomic 2P1/2 wave function. The heavy valence band is equivalent to an \( m = \pm 3/2 \) state and the degenerate light valence band is equivalent to an \( m = \pm 1/2 \) state, accounting for the fourfold degeneracy at the Γ point. Degenerate levels are particularly susceptible to small perturbations. In this case, strain in the z-direction or quantum confinement in the z-direction can have the effect of splitting the degeneracy at the Γ point. Given the appropriate sign of strain, the light valence band can be shifted to lie above the heavy band, reducing the effective mass for holes.

The threshold condition for gain is the well known Bernard-Duraffourg [4] condition:

\[
(F_c - F_v) > \hbar \omega \gtrsim E_g
\]

(1)

which requires that the separation of quasi-Fermi levels \( (F_c - F_v) \) should be greater than the bandgap. In both Fig. 1(a) and (b), this condition is minimally satisfied. In practice, the quasi-Fermi level separation should exceed the minimal value by 1 or 2 kT in order to overcome cavity losses, etc., but this would not change any of our conclusions. The two-dimensional density of states per unit carrier energy per unit area is \( m \pi \hbar^2 \) and is independent of carrier energy. Then the carrier injection level \( n \) per unit area required to produce the quasi-Fermi level separation in Fig. 1(b) is:

\[
n = \int_0^\infty \frac{1}{e^{E/\kT} + 1} \frac{m_c}{\pi \hbar^2} dE
\]

\[
n = \frac{kT m_c}{\pi \hbar^2} \ln 2.
\]

(2)

The situation in Fig. 1(a) is more complex. The electrons are degenerate and their density is given by \( n = m_c \Delta / \pi \hbar^2 \).
where $\Delta$ is the degeneracy energy. The holes are nondegenerate and their density $p$ can be approximated by:

$$p = \frac{kT m_e}{\pi \hbar^2} \exp \left( \frac{-\Delta}{kT} \right). \quad (3)$$

Equating $n$ and $p$ results in an equation for $\Delta$ which can be solved iteratively on a hand calculator:

$$\left( \frac{\Delta}{kT} \right) \left( \frac{m_e}{m_h} \right) = \exp \left( \frac{-\Delta}{kT} \right). \quad (4)$$

A reasonable value for $(m_e/m_h)$ is 1/6, which results in a value for $\Delta = 1.43$ kT. Therefore the ratio of injection level in the case in Fig. 1(a) divided by the case in Fig. 1(b) is 1.43/In 2 which is a factor greater than two. The point is that the carrier injection level required for lasing is diminished in band structure engineered materials with equal hole and electron masses.

The greater ease of satisfying the Bernard–Duraffourg condition is not the only benefit from reducing the valence band mass. The changed band structure has other benefits as well. Of great concern in determining the laser threshold conditions is nonradiative recombination, especially in the form of Auger recombination in which two holes and an electron collide and recombine, leaving only one hole and some heat behind. This recombination process tends to proceed at a rate proportional to the cube of carrier density. Obviously even a factor two reduction in injection level can produce almost an order of magnitude reduction in Auger recombination. But this actually underestimates the benefit. Not only is the carrier density reduced, but we will show that the Auger recombination coefficient itself will be reduced as well.

Another problem in semiconductor lasers involves not the threshold condition but rather the free carrier absorption which is present above the lasing threshold. Once again it is the free carrier absorption of the heavy holes in the form of intervalence band absorption which is the main culprit. We will show that the changes in band structure we are contemplating will act to reduce specifically that population of heavy holes which satisfies the momentum matching conditions for intervalence band absorption.

The one parasitic phenomenon in semiconductor lasers which will hardly be affected by band structure engineering is spontaneous emission. This is simply the ordinary radiative recombination of electrons with holes which contributes seriously to the current density required at threshold. According to the link between stimulated and spontaneous emission which was first demonstrated by Einstein through his $A$ and $B$ coefficients, if we are going to have lasing action it must be accompanied by spontaneous emission. Nevertheless there has been a proposal recently [5] to restrict the spontaneous emission, which usually propagates into all $4\pi$, so that it accesses only the lasing mode and is inhibited in all other directions. Thereby, the radiative recombination at threshold could be reduced to a negligible level. Inhibited spontaneous emission is notoriously difficult to achieve experimentally. We will not address that problem by band structure engineering.

In order to develop a better understanding of intervalence band absorption and how we might influence it, it would be fruitful to examine Fig. 2. Shown are the tops of the valence band region including the light and heavy holes and the spin orbit split off band. The energy difference $\Delta_s$ between the spin orbit split off band and the top of the valence band is $\sim 0.35$ eV for the important practical case of In$_{0.53}$Ga$_{0.47}$As. The leading interband valence band absorption process, shown in Fig. 2, competes seriously with stimulated emission once lasing has commenced above threshold. The need to simultaneously absorb a photon energy equal to the bandgap energy of 0.8 eV with hardly any accompanying momentum requires the transition to take place quite far from zone center. In particular, intervalence band absorption depends on the population of off zone center heavy holes which we can hope to influence through band structure engineering. This will be demonstrated later in the paper with specific energy band calculations.

Likewise, Auger recombination is also strongly dependent on the population of off zone center heavy holes as can be seen from Fig. 3. The leading Auger process CHSH, takes advantage of the spin orbit split off band to take up as much energy as possible with the least amount of momentum. CHSH stands for two holes and one electron recombining to produce an energetic hole on the spin orbit split off band. Conservation of energy and momentum implies that the two arrows in Fig. 3 must be antiparallel and of equal length. From the geometrical relationship shown in Fig. 3 it is clear that the process depends once again on the population of off-zone-center heavy holes which we can hope to influence by appropriately shaping the topmost valence band.

The conclusion is that three of the most troublesome aspects of semiconductor lasers: a) the asymmetry of conduction and valence band mass, b) intervalence band op-
tical absorption and c) Auger recombination, can all be addressed by changing the valence band structure to reduce mass and reduce the population of heavy holes. With that motivation we can now consider practical cases with specific materials in mind.

**Band Structure Engineering**

We will be guided by a desire to engineer a bandgap to match the dominant wavelength in optical communications which occurs at 1.55 μm, corresponding to a photon energy of 0.8 eV. Among the III-V semiconductors, this energy condition already restricts us to those compounds with a lattice constant larger than the 5.8688-Å lattice constant of InP. All those materials with a smaller lattice constant have larger bandgaps. Among the larger lattice constants are the alloys based on GaSb which include mixtures of As and Sb. These are relatively less studied, and would present problems since we will require negative strain such that the active alloy will have to have a unstrained lattice constant larger than that of the substrate on which it is grown. The most practical course therefore is to restrict our attention to the well studied alloys of the type: InₓGa₁₋ₓAs with x in the composition range 0.53 ≤ x ≤ 1.0. These relatively well studied alloys have a good materials growth technology, and are strained in the right direction to raise the light valence band above the heavy band when grown on InP. Furthermore we can anticipate that the quantum size effect which will increase the bandgap can be almost exactly balanced against the lower gap of the In-rich alloy compositions to produce a bandgap around 0.8 eV.

In order to conduct band structure engineering it is necessary to input a host of materials constants for GaAs, InAs and the intermediate alloys. We found that the excellent compilation edited by Madelung [7] was invaluable in providing the fullest possible set of materials parameters. These are presented in Table I. The Kohn-Luttinger parameters γᵦ express what is known about the valence band masses in the natural III-V crystals. An unknown parameter in the table was γ₃ of In₀.₅₃Ga₀.₄₇As. It was simply set equal to γ₂ which is equivalent to neglecting the anisotropy of the valence band mass. The a, b, and C₁₂/C₁₁ constants of In₀.₅₃Ga₀.₄₇As were set by interpolation from the two binary compounds. The deformation potential ‘a’ describes the change in bandgap due to hydrostatic strain deformation. We will be exclusively considering growth in the (100) direction. In epitaxial growth along a cubic axis the two horizontal axes are strained one way while the third vertical axis responds oppositely through Poisson’s ratio. The change in bandgap is given by:

$$a \times \left[ 2\varepsilon_{xx} - 2\left(\frac{C_{12}}{C_{11}}\right)\varepsilon_{xx} \right]$$  (5)

where the second term represents the induced strain along the z-direction. Similarly, the splitting between the light and heavy hole bands due to uniaxial strain may be represented by:

$$2b \times \left[ \varepsilon_{xx} + 2\left(\frac{C_{12}}{C_{11}}\right)\varepsilon_{xx} \right]$$  (6)
TABLE 1
THE SPECIFIC VALUES OF MATERIAL PARAMETERS USED IN OUR CALCULATIONS

<table>
<thead>
<tr>
<th></th>
<th>GaAs</th>
<th>InAs</th>
<th>In_{0.5}Ga_{0.47}As</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\tau_1$</td>
<td>6.95</td>
<td>19.67</td>
<td>10.8</td>
</tr>
<tr>
<td>$\tau_2$</td>
<td>2.23</td>
<td>8.37</td>
<td>4.4</td>
</tr>
<tr>
<td>$\tau_3$</td>
<td>2.66</td>
<td>9.29</td>
<td>4.4</td>
</tr>
<tr>
<td>$m_0$</td>
<td>0.069</td>
<td>0.023</td>
<td>0.041</td>
</tr>
<tr>
<td>$a$ in eV</td>
<td>0.23</td>
<td>0.7</td>
<td>-0.1</td>
</tr>
<tr>
<td>$b$ in eV</td>
<td>3.0</td>
<td>0.0</td>
<td>1</td>
</tr>
<tr>
<td>$C_W/C_H$</td>
<td>0.04</td>
<td>0.54</td>
<td>0.5</td>
</tr>
<tr>
<td>$E_g(WKB)$ in eV</td>
<td>1.42</td>
<td>0.35</td>
<td>0.75</td>
</tr>
<tr>
<td>Lattice Constant (Å)</td>
<td>5.6335</td>
<td>6.0955</td>
<td>5.5668</td>
</tr>
<tr>
<td>$\varepsilon_n$</td>
<td>0.0267</td>
<td>-0.0333</td>
<td>0</td>
</tr>
</tbody>
</table>

where the second term representing induced strain along the z-direction now adds coherently to the uniaxial deformation. The splitting deformation potential is "$B$".

The effect on InAs zone center energy levels of strained growth on an InP substrate are shown on the left side of Fig. 4. First the hydrostatic strain bandgap shift is introduced and then the strain splitting of the valence band. For negative strain the heavy hole band will be split above the light hole band. Nevertheless the expression "heavy" is only meant to describe the angular momentum state $m = \pm 3/2$; the effective mass due to the uniaxial strain will actually be light in the plane and heavy in the z-direction.

We have conducted band structure calculations of the strained quantum wells. It is well known that the most serious problem in this field is the unavailability of accurate band edge discontinuities. We have made a critical reading of the literature and attempted to select reasonable numbers, which are presented on the right side of Fig. 4 for strained InAs with respect to the following three barrier layers: InP, strained GaAs, and In_{0.52}Al_{0.48}As. A good starting point is to observe that the valence band offsets (VBO) for InAs/GaAs is rather [8], [9] small, $\sim 0.16$ eV. This means that the VBO for the entire In_{1-x}Ga_{x}As alloy series can probably be approximated by linear interpolation and is small in any case. This information is very valuable when used in conjunction with the rather accurate VBO's that have been measured with respect to the midrange member of this alloy series, namely In_{0.53}Ga_{0.47}As. The VBO's for In_{0.53}Ga_{0.47}As/InP and In_{0.53}Ga_{0.47}As/In_{0.52}Al_{0.48}As are among the most repeatable and reproducibly measured [10], [11] numbers in the band offset field. If we make the assumption of transitivity [8] then the VBO of all the different members of these alloy groups is determined. The values of band offsets given on the right side of Fig. 4 are not representative of any one experimental determination nor are they necessarily the best available values, they are simply the values that were used in the calculations presented here. Fortunately, our calculations will show that the band structure...
is not strongly dependent on the VBO as long as it exceeds \( \sim 0.2 \) eV. It should be noted that the valence band splitting for strained GaAs is not displayed in Fig. 4.

Our method of calculation is an adaptation of the approach of Nedelmezov [12] in which the finite well depth for the valence band is explicitly incorporated. The wave function in the well and barrier regions is solved in the envelope approximation. Only the topmost fourfold degenerate valence band states (that is the heavy and light Kramers' degenerate valence bands) are accounted for. The wave functions were then forced to satisfy the two boundary conditions, necessitating the solution of an \( 8 \times 8 \) determinant. Since we were anticipating that the band structure engineering would result in large (\( \sim \) factor 2) changes in bandgap, it would have been incorrect to assume the usual fixed bulk values for the effective masses which depend reciprocally on the band gap. Instead an iterative procedure was employed in which the effective masses and the calculated bandgap were made mutually self-consistent. In our case this was particularly simple since we were targeting the band gap of In\(_{0.53}\)Ga\(_{0.47}\)As. We simply employed the effective masses of In\(_{0.53}\)Ga\(_{0.47}\)As. Under this philosophy, the Luttinger parameters were taken as equal in the well and in the barrier regions greatly simplifying the boundary conditions. In view of the need to make the calculation of the masses and bandgap self-consistent we believe that this procedure is justified.

The effect of the strain was accounted for by having a different well depth for the heavy hole, \( m = \pm 3/2 \) state from the light hole, \( m = \pm 1/2 \) state. The splitting between the two well depths is given simply by (6). The reason for such a simple way to account for the strain is that its uniaxial symmetry maintains the character of the \( m = \pm 3/2 \) heavy and the \( m = \pm 1/2 \) light hole wave functions. In the same way, if the barrier semiconductor on either side of the quantum well is strained, then the barrier level will be different for the two types of states.

**Results of Calculations**

The aim of these calculations was to map out the two dimensional band structure in strained InAs lattice matched to InP. Fig. 5 shows the results for a 50-Å-thick layer of the In-rich alloy In\(_{0.77}\)Ga\(_{0.23}\)As. We employed band structure and material parameters that were midway between those of In\(_{0.53}\)Ga\(_{0.47}\)As and pure InAs as tabulated in Table I. The thickness and alloy composition were selected to target a bandgap appropriate to the \( 1.55 \) \( \mu \)m wavelength window of the SiO\(_2\) glass fibers used in optical communications, i.e., a bandgap around 0.8 eV near that of In\(_{0.53}\)Ga\(_{0.47}\)As. The dashed line at the top of the valence band in Fig. 5 is what the heavy hole dispersion would look like in the absence of band structure engineering. The solid line HH1 is the calculated dispersion at the top of the engineered valence band. Notice that it forms a relatively sharp peak at the center of the dispersion curve. This is due to the repulsion of the LH1 band, and this sharp peaking has the important effect of producing a relatively small mass for holes at the top of the valence band. In fact this particular "nipple" shaped peak in the valence band is one of our major goals. Not only does the mass become relatively light at zone center, but there is a significant depression of the HH1 energy away from zone center. The difference in energy between the HH1 band and the dashed line away from zone center is 0.075 eV, or about 3 k\( \cdot \)T at room temperature. This brings about an \( e^{-3} \) reduction of heavy hole population due to the band structure engineering. As was discussed earlier in this article, the heavy holes are deleterious in three different ways. By reducing their thermal occupation by \( e^{-3} \) the intervalence band absorption shown in Fig. 2 should be reduced by the same factor. Similarly, the Auger recombination shown in Fig. 3 should be reduced by \( e^{-6} \) since two heavy holes must participate in the CHSH process. The sharp curvature at the top of the HH1 band results in an effective mass of 0.089\( m_0 \), where \( m_0 \) is the free electron mass. This is favourable for reducing the effective mass asymmetry as illustrated in Fig. 1. Therefore band structure engineering can indeed solve three of the major difficulties in semiconductor lasers. The main problem in the valence band structure of Fig. 5 is the small splitting between HH1 and HH2. The thermal occupation
of HH2 can result in the loss of some of our hard won benefits.

Therefore it makes sense for us to consider even thinner quantum wells as shown in Fig. 6. The increase in In composition to 100 percent reduces the bandgap which is balanced by the increase in bandgap due to the quantum size effect, primarily in the conduction band. The net effect is that the bandgap remains about the same, but the desirable effects on the valence band structure become even more pronounced. The "nipple" at the top of the HH1 band projects higher than before. The difference in energy between the dashed line and HH1 becomes \(-0.125 \text{ eV}\) resulting in an \(e^{-5}\) reduction in off zone center heavy hole population at room temperature. This reduces intervalence band absorption by \(e^{-5}\) and CHSH Auger recombination by \(e^{-10}\). The splitting between HH1 and HH2 is 0.2 eV minimizing any thermal occupation of HH2. The effective mass in HH1 at zone center is 0.096\(m_e\) in this case. The LH1 band is not shown on Fig. 6 since its binding energy was so weak that it was only a few millivolts away from the bulk continuum of the InP barrier layer. This is only an approximation since we have neglected the effects of the spin orbit split off band which effectively repels LH1, diminishing the HH1-LH1 splitting [13], [14] from what is shown here. Within that limitation, it is interesting then to find that there are only two

Fig. 6. This band structure approaches most closely the ideal band structure we would like to achieve. The hole mass is only 0.096\(m_e\), and the off zone center population is down by approximately \(e^{-5}\). The only other subband in the problem HH2, is 0.2 eV away from the valence band edge and has negligible population at ambient temperatures. The dashed line is the bulk heavy hole dispersion.

Fig. 7. In\(_{0.52}\)Al\(_{0.48}\)As barrier layers produce the same favorable band structure as InP barrier layers. The hole mass is only 0.099\(m_e\). The dashed line is the bulk heavy hole dispersion.

significant subbands in the valence band structure of these materials. The thin quantum well has simplified the band structure to that degree.

If In\(_{0.52}\)Al\(_{0.48}\)As is used as the barrier layer, then the results are pretty much the same as the previous band structure, as shown in Fig. 7. The main difference in the input parameters is the valence band offset which is smaller for In\(_{0.52}\)Al\(_{0.48}\)As than for InP. This does not have much effect, reducing the HH1–HH2 splitting slightly and raising the effective mass slightly to 0.099\(m_e\). Recent experiments on such strain-layers [14] are consistent with this band structure.

In the course of a parametric study of the importance of the VBO, we found that its main effect was to put an upper limit on the HH1–HH2 splitting, since the splitting could never exceed the well depth. Since a splitting of \(-0.2 \text{ eV}\) is desirable to minimize the thermal population of HH2 at room temperature, it suggests that a VBO of 0.2 eV is a minimal requirement. Any further increase in VBO seems to have very little effect, which suggests that our uncertainty in the numerical value of VBO is unimportant provided that it exceeds the minimal value. This is gratifying since the accuracy of the VBO numbers is not that good and the reliability of our calculations does not appear to depend so strongly on them.

Unfortunately, the InAs/GaAs VBO does not exceed the minimal requirements. In fact the valence band splitting of GaAs, which is not displayed on Fig. 4, means
that there is no barrier [9] at all for the \( m = \pm 1/2 \) light band. Accordingly, we will not present any calculations employing In\(_{x}\)Ga\(_{1-x}\)As alloys as wide bandgap barrier layers. O'Reilly et al. [15] presented calculations similar to ours in which unstrained In\(_{0.29}\)Ga\(_{0.71}\)As was used as the wide bandgap barrier layer. According to our considerations, the use of In\(_{x}\)Ga\(_{1-x}\)As alloys as wide bandgap barrier layers will act to limit the HH1–HH2 splitting due to the small VBO and permit significant thermal population of the barriers.

The importance of strain is illustrated in Fig. 8 where the quantum well has no strain at all. The effective mass at zone center is relatively small at 0.118\( m_e \), but the curvature of HH1 is such as to produce very little reduction in the off zone center heavy hole population. This can be seen from the narrow spacing between the dashed line and HH1 in Fig. 8. We must conclude that strain is necessary to fully optimize the band structure of quantum wells. There have been recent calculations [13], [14] of band edge positions in the strained alloy series In\(_x\)Ga\(_{1-x}\)As which are in reasonable agreement with the band edge positions calculated here. This is in spite of our neglect of repulsion from the spin orbit split off band.

**CONCLUSIONS**

Based on the above discussion, the shape of the valence band represented in Figs. 5–7 is favourable for reducing intervalence band absorption and Auger recombination. Whether this will actually manifest itself in terms of lower laser threshold current density depends on many factors. The Auger recombination is thought to represent about half the threshold current in well designed semiconductor lasers. The overall recombination is due to: a) Shockley–Read–Hall nonradiative lifetime \( \tau \), b) spontaneous radiative recombination \( B \), and c) Auger recombination \( C \):

\[
\frac{dn}{dt} = -\left( \frac{n}{\tau} + B n^2 + C n^3 \right)
\]

We have addressed radiative [6] and Auger recombination, but the effort is wasted unless material quality as represented by the Shockley–Read–Hall nonradiative lifetime \( \tau \) is adequate. Some recent measurements [16] show that good quality material is available, but this is not necessarily guaranteed without testing. The experimental results of Fischer et al. [17] on threshold currents of strained layer lasers were reasonably good, \( J_{th} \sim 152 \text{ A/cm}^2 \), but might have been limited by material quality. It might be worthwhile to note that their aging tests contradict the oftquoted presumption that strain layers must always suffer from rapid degradation in a laser application. In this connection, we believe that one successful result acts as an existence proof and outgrows numerous failures.

It is interesting to ask what is the optimum number of active layers in a strained quantum well laser. Typically the gain of bulk semiconductor material is \( \sim 200 \text{ cm} \) when pumped to a reasonable level. The reduction in gain due to the low fill factor of a single quantum well in a much thicker optical mode would reduce the effective gain, but this would be compensated by the increased density of states in two dimensions. In practice these questions revolve around mirror reflectivity and other systems considerations. Nevertheless, there is no doubt that for the lowest threshold current only a single well should be employed and the mirror reflectivities should be adjusted to make that possible.

With regard to the lowest possible current threshold, it should be possible to make Auger and other nonradiative recombination negligible, leaving only spontaneous radiative recombination. As shown in [11] there is an almost unavoidable link between gain and spontaneous emission which is the link expressed by Einstein's A and B coefficients. In semiconductor lasers this expresses itself as:

\[
J_{sp} = 8\pi g q d \Delta \nu / \lambda^2
\]

where \( q \) is the charge on the electron, \( g \) is the gross gain uncorrected for absorption, \( d \) is the effective thickness of the quantum well, \( \Delta \nu \) is the spontaneous emission bandwidth, and \( \lambda \) the wavelength in the medium. For reasonable values of parameters in (8), it is possible to anticipate threshold current densities below 10 \text{ A/cm}^2 suggesting further improvement over the values given in [17].
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