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ABSTRACT OF THE DISSERTATION

Multi-wavelength Optical Code-Division-Multiple-Access

Communication Systems

by

Cedric Fung Lam

Doctor of Philosophy in Electrical Engineering

University of California, Los Angeles, 1999

Professor Eli Yablonovitch, Chair

There has been tremendous interest in applying spread spectrum and code

division multiple access (CDMA) techniques to fiber optic communication systems.  In

this dissertation, we review the previous work on optical CDMA systems, and we

propose and then demonstrate new optical CDMA system designs.  The explosive growth

in bandwidth demand during the recent years have compelled engineers to achieve one

bit per hertz or more bandwidth utilization in optical fibers.  We point out that in order to

achieve efficient bandwidth utilization, full orthogonality is required in optical CDMA

system.  At the same time, one would like to avoid having an optical local oscillator,

which significantly increases the system complexity.  We have studied two spectrally

encoded optical CDMA systems, both of which give us full orthogonality.  A balanced

optical detector, which ‘computes’ the difference between two photodetectors signals, is
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used to obtain negative outputs from positive-only optical intensity signals, thus

achieving full orthogonality in both systems.

The first system, complementary spectral intensity encoding, is a fully

non-coherent.  A novel balanced transmitter has been invented for this system.

Unfortunately, the performance of this system is limited by beat noise interference,

sometimes called speckle noise.  In the second system, spectral phase encoding, a multi-

wavelength mode-locked laser source is employed.  Spectral phase encoding is applied to

various frequency components.  By sending the unmodulated carrier along the optical

fiber to the receiver, we can achieve the effect of coherent demodulation without using an

optical local oscillator.  While this system can avoid speckle noise, it is eventually limited

by cumulative shot noise.  We will show in this dissertation, that cumulative shot noise is

unavoidable in all optical CDMA systems.  Therefore the ultimate achievable

performance of optical CDMA systems under shot noise limitation will be analyzed in

this work.

Lastly, we compare time division multiplexing (TDM), wavelength division

multiplexing (WDM) and CDM systems, and show that logarithmic demultiplexing

complexity can be achieved in all three systems.  A corresponding WDM filter having a

rectangular-shaped wavelength transfer function, for logarithmic demultiplexing, is also

described in Appendix E.
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Chapter 1 Introduction

1.1 Motivation

Code division multiple access (CDMA) systems using the technique of spread

spectrum communication have been used in radio communication systems in an effort to

improve radio spectral usage efficiency.  The Qualcomm company in San Diego has

commercialized the technology in the last few years.  Recently, there has been a lot of

interest in applying the concepts of CDMA to optical fiber communication systems.

We have seen very rapid development of the Internet and the information

superhighway, all over the world.  The growth rate in the bandwidth demand is at a speed

faster than Moore's law, which is used to describe the improvement rate of Silicon

integrated circuits.  According to studies in ref [1], the annual growth rate of

trans-Atlantic communication capacity in the 1990 was 75%.  Today's telecommunication

networks have widely adopted optical fiber as the backbone transmission medium.  It has

the advantage of low loss, low noise and very high bandwidth.  The optical fiber in itself

has at least 10 Tera-hertz bandwidth.  However, the projected bandwidth available in

future mainstream Silicon circuit is only 10 Giga-hertz.  There are three orders of

magnitude difference in the bandwidth available in optical fibers and silicon circuits.  In

order to make full use of the available bandwidth in optical fibers and satisfy the

bandwidth demand in future information networks, it is a necessary to multiplex low rate

data streams onto optical fiber to increase the total throughput.
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A multiple access scheme is required for multiplexing and demultiplexing traffic

on a shared physical medium [2].  The three major multiple access schemes are described

pictorially in Fig. 1.1.  Digital communication allows the possibility of time division

multiple access (TDMA).  In a TDMA system, each channel occupies a time slot, which

interleaves with the time slots of other channels.  In a wavelength division multiple

access (WDMA) system, each channel occupies a narrow bandwidth around a center

wavelength or frequency.  The modulation format and speed at each wavelength can be

independent of those of other channels.  A channel in a CDMA system occupies the same

frequency-time space as all the other CDMA channels.  Each CDMA channel is

distinguished from other CDMA channels by a unique CDMA spreading code.

time
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time

fr
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(a) TDMA (b) WDMA (c) CDMA

Figure 1.1 Time-frequency space usage in (a) TDMA, (b) WDMA, (c) CDMA.

Both TDMA and WDMA systems have been widely studied in both industry and

academia.  Although CDMA has been heavily studied in radio communications, and has

proven itself as a viable technology, it is a relatively new technology in the fiber optic

domain.  Since optical fiber is a very different medium compared to radio links, one

would expect optical CDMA systems to have similarity, as well as differences from its
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radio version.  This project aims at finding the most suitable form of CDMA systems

which can be applied to optical fiber links, as an alternative way to the multiplexing  of

optical signals.  The potential benefit and difficulties of fiber optic CDMA systems will

also be studied in this project.

1.2 Basic Communication Concepts and the Spread Spectrum

Techniques

In this section, we review some of the basic concepts in communications.  These

concepts will eventually lead to our final optical CDMA system design.

t

{ }
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tmt
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Figure 1.2 Principle of Amplitude Modulation (AM)

The simplest and crudest telecommunication system uses amplitude modulation

(AM).  In an AM system, the transmitted signal is used to modulate the amplitude of a

carrier (Fig. 1.2).  This modulation produces side bands, which carry the information.
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The transmitted waveform consists of both the pure carrier tone and the side bands due to

modulation.  An AM receiver is simply an envelope detector, which is physically a

square law (intensity) detector, followed by a low pass filter.  The squaring operation

mixes the side bands with the pure carrier to give the demodulated signal.  The

transmitted pure carrier is like an externally supplied local oscillator.  It travels through

the same optical path as the side bands and is always in synchronous with the transmitter.

Because of this externally supplied local oscillator, there is no local oscillator required at

the receiver, which significantly reduces the complexity of the receiver.

signal(t)

carrier wave local oscillator

signal(t)×cosω t2signal(t)×cosω t

Transmitter Receiver

)(
2

1
tsignal=

cosω t cosω t

Figure 1.3 Block diagram of coherent homodyne communication system.

Figure 1.3 shows an alternative approach to transmitting information using

coherent homodyne communication systems.  The signal is mixed with the carrier at the

transmitter to generate the side bands that are transmitted to the receiver.  At the receiver,

in order to recover the information from the side bands, a local oscillator, which

regenerates the carrier wave is required.  Demodulation is achieved by mixing the local

oscillator with the received signal.  In order to correctly demodulate the signal, it is



5

necessary to synchronize the local oscillator with the transmitter carrier using phase

locking.  In an AM system, on the other hand, the local oscillator is supplied by the

transmitter and no phase locking is required.

carrier wave
cosω t × code(t) × signal(t)

(a) Transmitter

signal(t)

code(t)

“noisy” carrier

1

-1
time

chip

local oscillator
cosω t

code(t)
local code
generator

(b) Receiver

|cosω t|2 × |code(t)|2 × signal(t)

)(
2

1
tsignal=

spreading
sequence

Figure 1.4 Block diagrams of direct sequence spread spectrum (DS-SS)

communication system, (a) transmitter and (b) receiver.

Usually, the carrier wave is a pure sinusoidal tone.  However, instead of using a

pure sinusoid as the carrier wave, one can also "encode" the carrier wave with a secret

code to generate a noisy-looking carrier.  Shown in Fig. 1.4(a) is the block diagram of a

direct sequence spread spectrum (DS-SS) communication system [3,4].  The carrier is

first mixed with a pseudo-random spreading sequence.  This mixing operation generates a
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noisy-looking "carrier" which occupies a bandwidth defined by the bandwidth of the

spreading sequence.  The encoded carrier is then modulated by the information to obtain

the transmitted signal.  Usually, the pseudo-random spreading sequence is a high

frequency long period sequence, which occupies a much larger bandwidth than the signal

bandwidth.  Its spectral density can be well approximated as being white Gaussian.  It is

not difficult to see from the block diagram that the resultant power spectral density due to

both the encoding operation and signal modulation is the convolution of the signal

spectrum with the code spectrum, centered at the sinusoidal carrier frequency.  Thus the

signal power is spread over the approximate bandwidth occupied by the spreading code.

The same noisy-looking carrier needs to be used at the receiver to recover the

transmitted data.  This is obtained using a local oscillator at the receiver [Fig. 1.4(b)] with

the exact same code as used at the transmitter for the spreading operation.  The

reconstructed secret carrier is mixed with the received signal to recover (demodulate) the

transmitted data.

On the face of it, spread spectrum communication is very wasteful of bandwidth.

However, one can use codes, which are orthogonal to each other, as different channels.

In this way, many encoded orthogonal channels can coexist in the same frequency band.

The receiver uses the appropriate code to extract the desired channel.  This is called code

division multiple access (CDMA).  Code division multiplexing preserves the total channel

capacity when spread spectrum is used [3-6].

There are certain advantages of using spread spectrum or CDMA for

communications.  First, there is an inherent security enhancement associated with the
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spreading and despreading operation.  Without knowing the correct CDMA code used for

signal spreading at the transmitter, the receiver would not be able to retrieve the

signal [3-4, 7-9].  Moreover, since a wide spectrum is used, it is more difficult for a

jammer to wipe out the whole spectrum than a narrow band signal [3-4,10].  Therefore,

spread spectrum systems are jamming resistant.  By spreading the signal over a very wide

bandwidth, the average signal spectral density can be below the noise spectral density so

that the signal is covert.  It is also more difficult for multi-path interference to destroy a

whole broad-bandwidth signal than a narrow band signal, because it is impossible to have

destructive inference at all the frequency components simultaneously.  Thus spread

spectrum systems are multi-path resistant [3-6].  The multi-path effect is equivalent to

what optics people know as the “speckle” in the spatial intensity distribution of a laser

output.

If the code space is made very big, then each user in a CDMA system can pick a

code at random without worrying much that it will interfere with other users.  This

tremendously simplifies network management.

In the DS-SS system shown in Fig. 1.4, the frequency of the sinusoidal carrier is

broadened by the spreading code.  The spreading code fluctuates in frequency faster than

the time required to define the instantaneous frequency.  In optical spectroscopy, this

defines the condition for homogeneous spectral broadening.  Thus DS-SS is analogous to

homogeneous broadening in spectroscopy.  The first proposed spread spectrum system

was actually a frequency hopped spread spectrum (FH-SS) system, in which the carrier

frequency changes from time to time according to a pseudo-random hopping sequence.
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That is analogous to inhomogeneous broadening in spectroscopy.  The FH-SS system

was originally patented by the Hollywood actress Hedy Lamarr in 1941 [11].  In her

initial disclosure, Lamarr wrote:

"… it is veritably impossible for an enemy vessel to 'jam' or in any way to

interfere with the radio-direction of such a previously synchronized torpedo because,

simply, no ship may have enough stations aboard or nearby to 'jam' every air-wavelength

possible or to otherwise succeed except by barest accident to deflect the course of

oncoming radio controlled torpedo  unless, of course, it happened to have the exact

synchronization pattern between sender-ship and torpedo."

The invention was then classified and in later years used by the US secret service.

Recently, the technology has been commercialized for wireless telephony to improve

radio spectrum efficiency, and is now used in all the major US cities.

1.3 Dissertation Organization

In this chapter, we have stated the objective of this project and given a general

introduction to the spread spectrum communication technique and CDMA systems.  A

general review of the previous research on fiber optic CDMA systems, their merits and

problems will be given in Chapter 2.  The key issues in designing optical CDMA systems

will also be stated.  A non-coherent, orthogonal and bipolar optical CDMA system using

complementary spectral encoding will be presented in Chapter 3.  Chapter 3 includes the

description of two experimental demonstrations.  One demonstration uses wavelength

division multiplexing (WDM) components and multi-wavelength sources to realize

completely programmable Hadamard codes.  Another demonstration uses a novel
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cascaded Mach-Zehnder encoder.  Performance analysis of non-coherent complementary

spectrally encoded optical CDMA will be given at the end of Chapter 3.  In Chapter 4, we

describe a new multi-wavelength optical CDMA system using phase encoding of a mode-

locked laser source which is able to avoid the speckle noise limitation existing in the non-

coherent complementary spectrally encoded scheme.  We will discuss general

demultiplexing complexity (the number of active switches required to demultiplex a

single channel out of N multiplexed signals) in TDMA, WDMA and CDMA in Chapter

5.  Chapter 6 concludes the dissertation.  A novel WDM demultiplexer using rectangular

shaped wavelength filters is proposed and computationally simulated in Appendix E.

This filter has been used in Chapter 5 for analyzing the demultiplexing complexity of

WDMA systems.
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Chapter 2 Research and Development in Optical CDMA Systems

2.1 Introduction

Over the last one to two decades, there has been a lot of interest and research in

optical CDMA systems.  More than 250 papers have been written in this area since 1985

[12].  A vast number of different schemes using time domain or frequency domain

encoding approaches have been proposed.  Coherent or non-coherent manipulations of

optical signals have been used in different proposals and various codes have been devised

for optical CDMA systems.  In this chapter, we try to give a general review of the

previous work.

2.2 Time Domain Encoding Using Optical Delay Line Loops

The first optical CDMA proposals were found in Hui [13] and Prucnal [14-15].  It

was intended as a multiple access protocol in a local area network (LAN).

Intensity modulation and direct detection (IM-DD) has been established as the

most suitable signal modulation and detection scheme in optical communication systems.

Although coherent detection schemes are also possible, it is very costly to have a local

oscillator at the optical frequency.  In contrast, most radio communication systems make

use of coherent schemes, which detect the electrical field.  While the optical signal

intensity is a positive-only quantity, the electrical field is a bipolar quantity, which can be

both positive and negative.  In order to preserve the simplicity of IM-DD, optical CDMA

systems are designed very differently from their radio versions.  The use of the positive-
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only intensity detection makes it tricky to achieve full orthogonality in optical CDMA

systems.

The earliest optical CDMA proposals made use of optical delay line

networks (Fig. 2.1) to encode a high-peak ultra-fast optical pulse into a low intensity

pulse train which is multiplexed with the encoded pulse trains from other transmitters at a

star coupler.  A similar delay line encoder network is used at the receiver to reconstruct

the high-peak narrow pulse using conjugate delay lines.  The decoding operation is an

intensity correlation process.  Incorrectly positioned pulses in the pulse train will form a

background interference signal.  In an intensity correlated system which involves positive

only signals, the cross-channel background interference owing to the lack of full

orthogonality is quite severe.
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Figure 2.1 Time domain optical CDMA encoding of high peak intensity ultra-

short pulses using delay line loops: (a) encoder, (b) encoder output and (c) decoder.

The research in these non-coherent optical CDMA schemes led to the invention of

a few major code groups such as optical orthogonal codes (OOC) [16-18], prime
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sequence codes [19-20], etc.  In order to reduce crosstalk, these codes are all designed to

have very long code lengths and small code weights so that there is very little temporal

overlap between pulses from different users at the intensity correlator output.  The code

length is approximately the square of the number of codes that can be reasonably

supported.

Because of the long code length and small code weight used, optical CDMA

systems using delay line loops are very spectrally inefficient.  A sub-picosecond pulsed

optical source having a pulse width much smaller than the bit duration is required.  Even

with very carefully designed codes, co-channel user interference due to non-orthogonality

gives a severe performance penalty.  The bit error rate (BER) is usually quite high and

the number of allowable coactive users is very limited [16-22].

Due to the extremely fast growth in bandwidth demand in the recent years, it is

now necessary to make full use of the entire bandwidth capacity available in optical

fibers.  Engineers are striving to achieve a bandwidth efficiency of one bit per hertz, or

even better, in optical communication systems.  However, at the time that optical CDMA

systems using delay line networks were proposed, it was thought that the tera-bit

communication capacity in optical fibers would never be fully utilized.  Even multi-

gigabit networks were highly respected at that time.  Although optics has been used for

carrying signals, all the switching and multiplexing operations were performed in the

electronic domain.  Optoelectronic (OE) and electro-optic (EO) conversions occur at the

terminal equipment.  The OE-EO conversion was regarded as the bottleneck to "high-

speed" multiplexing.  Therefore, optical CDMA systems were proposed to make use of
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the “redundant” bandwidth in optical fibers to alleviate the electronic processing

overhead at the network interface.

Since optical CDMA systems effectively provide a means for asynchronous

multiplexing of optical signals, it removes some of the electronic multiplexing overhead

and improves the network throughput.  Forward error correction (FEC) is not easy in

today's high-speed optical communication networks.  However, in those days, the

channel speed was relatively low and error correction was common in other layer

protocols, because the unreliable underlying copper wire medium was assumed much

noisier than an optical fiber.  Using error correction could compensate for the relatively

high BER due to co-channel interference.

Apart from being bandwidth inefficient and having relatively poor BER due to

interference, the delay line encoder is also very energy inefficient.  Unless each different

time delay in the encoded chip sequence is represented by a different wavelength, the

power combining process at both the encoder and decoder is very lossy.  It is known that

a splitting loss of 10logN dB is incurred when N branches are combined.  In other words,

longer codes suffer from heavier encoding and decoding losses.

Star
Coupler

Encoder Decoder

Figure 2.2 Time domain encoding using cascaded ladder encoder.
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In order to reduce the splitting loss due to encoding and decoding, a system using

the cascaded ladder encoder (Fig. 2.2) has been proposed [23-25].  The cascaded ladder

encoder has the form of a Mach-Zehnder interferometer (MZI).  Light pulses entering the

ladder encoder is split into two halves by a beam splitter.  Each half travels through a

different path length defined by the delay loop incorporated into the MZI.  If the delay

loop is long enough, the two separated pulses will not interfere as they would in a normal

MZI and they escape from the output of the MZI as a series of lower intensity pulses.

Several stages of the ladder encoders with different encoding delay loops can be cascaded

to generate longer codes.  The power loss due to encoding and decoding is now down to

6dB.  However, because of the particular structure used, the number of different codes

that can be generated is very limited.

2.3 Coherent Spectral Phase Encoding of Ultra-short Optical Pulses

Figure 2.3 Coherent spectral phase encoded optical CDMA system using ultra-

short pulses.
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Coherent spectral phase encoding was first proposed by Weiner et. al. [26-27].

An ultra-short optical pulse that contains a broad spectrum is spectrally encoded.  The

spectrum of the ultra-short pulse is first spatially dispersed using a diffraction grating

(Fig. 2.3).  A spectral phase encoding grid is employed to apply different phase shifts at

various spatially resolved spectral components.  As a result of the phase encoding, the

original sharp ultra-short pulse [Fig. 2.4(c)] in the time domain is transformed into a low

intensity signal with longer duration.  The broadened pulse duration is approximately

inversely proportional to the spectral resolution of the phase encoder.
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Figure 2.4 Frequency and time domain waveforms of coherent spectral phase

encoded system: (a) narrow pulse spectrum, (b) pseudo-random (PN) sequence in

frequency domain, assuming 0 and ππ phase encoding which corresponds to +1 and

-1 multiplication in amplitude here, (c) pulse spreading due to phase encoding and

(d) pulse despreading for matched and unwanted channels.
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To decode the signal, a conjugate phase shifter matched to the one used at the

transmitter is employed.  For matched transmitter output, the phase encoding will be

removed at the receiver and the high-peak intensity sharp pulse will be reconstructed.

The signals from unmatched transmitters will be further scrambled [Fig. 2.4(d)] at the

receiver and they form a background interference.  The reconstructed sharp pulse is

distinguished from the background signal by an optical threshold device, or by non-linear

optics.

Salehi and Weiner [26] investigated codes consisting of arbitrary 0 and π phase

shifts which can be considered as +1 and –1 multiplication in amplitude in the frequency

domain [Fig. 2.4(a)&(b)].  The encoding and decoding concepts have also been

demonstrated experimentally [27].

Similar to the time domain encoded system described previously, the background

interference generated by co-channel users degrades the network performance.

Moreover, the phase encoding operation is very sensitive to dispersion in optical fibers.

To obtain good results, dispersion compensation or dispersion shifted fiber needs to be

used.  The non-linear optical threshold detection scheme is also very cumbersome to

implement.

2.4 Non-coherent Spectral Intensity Encoding

Zacarrin and Kavehrad first described this approach [28-33].  It is similar to the

coherent phase encoded system in the sense that the frequency components from a

broadband optical source are resolved first.  Each code channel then uses a spectral

amplitude encoder to selectively block or transmit certain frequency
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components (Fig. 2.5).  A balanced receiver with two photodetectors is used as part of the

receiver.  The receiver filters the incoming signal with the same spectral amplitude filter

(called the direct filter) used at the transmitter as well as its complementary filter.  The

outputs from the complementary filters are detected by the two photodetectors connected

in a balanced fashion.  For an unmatched transmitter, half of the transmitted spectral

components will match the direct filter and the other half will match the complementary

filter.  Since the output of the balanced receiver represents the difference between the two

photodetector outputs, unmatched channels will be cancelled, while the matched channel

is demodulated.
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Figure 2.5 Non-coherent spectral intensity encoded optical CDMA system.

Since there is a subtraction between two photodetectors, it is possible to design

codes so that full orthogonality can be achieved with the non-coherent spectral intensity
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encoding approach.  In principle, orthogonality eliminates the crosstalk from other users.

Bipolar signaling can also be obtained by sending complementary spectrally encoded

signals [32-33].  There is a 3-dB power advantage for bipolar signaled systems.

However, the performance of this type of systems is spoiled by the intensity fluctuations

arising from the beating between optical waves at the same wavelength, but coming from

different users, which we call speckle noise.  The details of non-coherent spectral

intensity encoded system will be discussed in the next chapter.

2.5 Conclusion: Important Design Issues in Optical CDMA

As pointed out before, in order to achieve efficient spectral usage and to obtain

the good performance that the telecommunications community is striving for, it is

important to have systems that have full orthogonality so that co-channel crosstalk can be

minimized.  To achieve full orthogonality, while preserving the simplicity of intensity

detection, and to avoid cumbersome coherent detection, is not straightforward.  This

forms the main challenge in this research.

All optical CDMA networks are generally broadcast and select systems.  In a

broadcast and select network, the receiver receives the signals from all the transmitters.

Ideally, all the unmatched channel signals are cancelled due to orthogonal encoding.

Nevertheless, a receiver detects the optical energy from the unmatched transmitters.  In

spite of signal orthogonality, shot noise does not subtract but is always additive,

increasing with the total detected signal intensity.  Therefore, detecting the signals from

all users gives rise to cumulative shot noise, which amounts to cross-talk and

interference.
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Another important issue is the speckle noise that we will discuss in the next

chapter.  In a CDMA system, all the users simultaneously occupy the same frequency-

band.  They all transmit using the same wavelengths.  When light waves of the same

wavelengths from different users fall onto the photodetectors simultaneously, they will

interfere with each other and give rise to large fluctuations in signal intensity.  This is

called speckle noise and can be even more severe than cumulative shot noise, as we will

see.

Code orthogonality, shot noise and speckle noise, are the three important

fundamental issues in the design of optical CDMA systems and they form the foci of this

dissertation.
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Chapter 3 Non-coherent Spectral Intensity Encoded Bipolar

Optical CDMA Systems

In this chapter, we describe our non-coherent spectral intensity encoded optical

CDMA system.  While being non-coherent and employing intensity detection, this

system is nonetheless able to achieve full orthogonality and bipolar signaling.  Two

demonstrations will be described in this chapter.  (1) The first employs commercially

existing wavelength division multiplexing (WDM) components and Hadamard Codes and

(2) the second employs a novel cascaded Mach-Zehnder encoder.  Unfortunately, the

performance of these types of systems is limited by speckle noise, and we will give the

performance analysis in this chapter.

3.1 Principle

The block diagram of a non-coherent spectral intensity encoded bipolar CDMA

system is shown in Fig. 3.1.  As mentioned before, one of the important goals here is to

obtain full orthogonality.  The optical signal intensity that we are dealing with here is a

positive quantity.  However, to achieve full orthogonality, both positive and negative

quantities are required.  The way to obtain negative quantities with the positive optical

intensity signal is use an analog subtraction operation.  A balanced receiver does the

analog subtraction.  The output from the balanced receiver is the difference of the signals

detected by the two photodetectors, which is sometimes positive and sometimes negative.

The 0 and 1 binary digits are represented by two complementary encoded spectra.

So if a 0 bit is transmitted, a directly encoded spectrum is transmitted and if a 1 bit is
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transmitted, its complementary spectrum is transmitted.  The filter in front of the

balanced receiver sends all the frequency components in the direct spectrum (of the

matched transmitter) to the upper photodetector and those in the complementary

spectrum to the lower photodetector.  Therefore, the complementary encoded spectra are

interpreted as positive and negative (bipolar) outputs.  Unmatched channels are encoded

such that half of its spectral components are matched to either of the two complementary

spectra of the transmitter filter, no matter whether a 0 or 1 is transmitted.  Therefore, the

balanced receiver cancels the unmatched channel signals, and full orthogonality is

achieved.
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Figure 3.1 System structure of bipolar spectrally encoded optical CDMA.  A

balanced broadband source is spectrally encoded and received by a balanced

receiver.  The complementary spectra produced by the spectral filter, |T|2 and T 2 ,

represent the complementary intensity transfer functions of the spectral filter

outputs.
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A novel electrically driven balanced transmitter is used to generate

complementary spectra.  It consists of a pair of broadband light sources connected in a

balanced fashion.  The input data differentially modulate the intensity of the two balanced

light sources.  Examples of broadband sources are super luminescent light emitting

diodes (SLDs), erbium doped fiber amplifiers (EDFA) biased into super-luminescent

mode, mode-locked lasers, and multi-wavelength laser diode arrays.  The spectra of the

broadband sources pass through a spectral encoder, which selectively transmits or blocks

certain spectral components.  In the next sections, we will describe two experimental

demonstrations.

3.2 Experimental Demonstration Using WDM Components and

Hadamard Codes

The transmitter and receiver structures are shown in Fig. 3.2.  In the transmitter,

two wavelength division demultiplexers are used to disperse the outputs from the

balanced transmitter.  An array of 2×2 optical switches are employed to select each

wavelength component from either one of the two broadband optical sources to the

transmitter output.

When a switch bi in the array is in the BAR state, wavelength λi from the upper

optical source of the balanced transmitter is transmitted, while λi from the lower optical

source is transmitted when the switch bi is in the CROSS state.  The states of the

switches, {b1, b2,..., bn}, thus define the encoded spectrum at the output WDM

multiplexer.  Data modulation is achieved by direct modulation of the balanced optical
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sources, generating the direct and complementary encoded output spectra defined by

{b1, b2,..., bn} for the 0 and 1 bits.  The encoded spectra from various transmitters are

broadcast to the receivers through a star coupler.
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Figure 3.2 Balanced differential opto-electronic CDMA transmitter and receiver.

The outputs from the two input sources produce complementary spectra.

Modulation is performed by alternating between the two input sources electrically.

For matched encoding functions, either a +1 or a −−1 is registered at the balanced

receiver output depending on whether the transmitter sends a direct spectrum or its

complementary spectrum.  Unmatched channels are rejected as zero output.
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Figure 3.2 also illustrates the details of the decoder. The decoder has a similar

structure as the encoder, but provides the reciprocal optical path. The same encoding

switch array is used for the decoding purpose.  The received multi-wavelength signal is

first decomposed in the wavelength domain using a WDM demultiplexer.

The 2×2 switch array combines the spectral components corresponding to a direct

encoded spectrum of the matched transmitter at the upper photodetector, and those

corresponding to its complementary encoded spectrum at the lower photodetector.

Therefore, in a matched channel, the direct and complementary encoded spectra produce

a +1 and −1, respectively, at the output of the balanced detector.  However, a signal from

an unmatched transmitter results in the received spectrum equally split between the two

complementary spectral outputs of the decoder, generating zero output at the balanced

detector.

An experimental prototype was constructed to demonstrate this idea. In this

demonstration, a four-wavelength laser diode array is employed as the broadband optical

source.  The four wavelengths are λ1 = 1542nm, λ2 = 1547nm, λ3 = 1552nm, and

λ4 = 1557nm, corresponding to the passband peaks of the four-wavelength WDM

multiplexers used in the setup.  In order to emulate the balanced transmitter, a 2×2

electro-optic switch is employed to route the laser diode array output between the two

input ports of the encoder (Fig. 3.3).  The 2×2 optical switch is driven by a 215-1 pseudo-

random pattern at 155 Mbps which serves as the input data.  Hadamard codes [35], which

are obtained by selecting as codes the rows of a Hadamard matrix, are used in this

experiment.  Details about Hadamard Codes can be found in Appendix A.  The 4×4
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Hadamard matrix used in this experiment has the rows (1111), (1010), (1100) and (1001).

Each bit in a code vector corresponds to a wavelength component.  Each row of the

Hadamard matrix corresponds to an encoded spectrum.  For example, the (1010) row

represents the situation of setting the 2×2 switches corresponding to λ1 and λ3 to the BAR

state, and others to the CROSS state.  The (1111) row corresponds to on-off keying of all

the wavelengths and is not used since it is a trivial code.  The decoded signal is received

by a commercial balanced photodetector, followed by an amplifier and a low pass filter to

remove the out of band high frequency noise.
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Figure 3.3 Experimental set-up used to emulate the balanced transmitter.  A

multi-wavelength laser diode array output is switched between the two input ports

of the encoder using an electro-optic 2××2 switch which is driven by the input data

obtained from a 215-1 pseudo-random pattern generator.

Figure 3.4(a) shows the eye diagram of an error free transmission at 155 Mbps

with the encoder and decoder both set to (1010). The rejection of the unmatched

spectrum at (1100) and (1001) by the decoder are also shown in Fig. 3.4(b) and 3.4(c),
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respectively. For both unmatched spectra, the output from the balanced detector is almost

zero and a rejection ratio of better than 20dB is achieved.

(a)

(b)

(c)

Figure 3.4 Eye diagrams obtained for the (1010) encoding when the receiver is

set to decode: (a) the matched code (1010); (b) the unmatched code (1100) and (c)

the unmatched code (1001).  Error free transmission is obtained for the matched

code.  Unmatched codes are rejected.
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The bit-error-rate (BER) for the matched spectrum of (1010) is plotted against the

received optical power in Fig. 3.5. A BER of 10-9 is obtained for a received optical power

of –22.25 dBm. The measured BER is mainly limited by the noise of the detector

pre-amplifier, which has a noise equivalent power of 40pW/√Hz.
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Figure 3.5 The BER plot against the received power at 155Mbps speed for the

matched transmitter and receiver pair, which uses the code (1010).

Fast code hopping in nanoseconds can be realized by using electro-optic switches

in the encoder and decoder for high security applications and for optical packet

switching.  The uniformity of the extinction ratios within the switch array is a potential

concern for channel crosstalk.  Under the scheme of balanced detection, non-uniform

extinction ratios of the cross-bar switches may introduce a finite output for unmatched
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channels as crosstalk.  However, as the number of wavelengths increases, this crosstalk is

reduced due to statistical averaging.  The number of wavelengths also determines the size

of code family, system capacity and security.  Current state-of-the-art monolithic multi-

wavelength distributed feedback laser arrays provide 40 wavelengths [36].  Alternatively,

mode-locked lasers, which have been demonstrated with 206 wavelengths [37] could also

be used.  Free space diffraction gratings and arrayed waveguide WDM multiplexer-

demultiplexers (MUX-DEMUX) with more than 100 wavelengths are available [38].

With a moderate number of wavelengths, the security of the system can be

improved by permuting the wavelengths first before an orthogonal encoding is imposed.

Also, since each transmitter transmits energy for both the 0 and 1 bits, attempted

demodulation by simple amplitude detection fails.  In the presence of multiple users

transmitting asynchronously on the same channel, it is even more difficult to extract the

information unless the correct code is used.  Moreover, since each wavelength can be

independently controlled, the producible code book can be very general and is only

limited by physical properties such as the available source bandwidth and the WDM

MUX-DEMUX resolution, etc.

3.3 Experimental Demonstration Using a Cascaded Mach-Zehnder

Encoder

The encoder and decoder structures shown in the previous section using cross-bar

switches appears quite complicated.  In order to reduce the complexity of the encoder and

decoder, we propose a novel cascaded Mach-Zehnder encoder in this section.
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Figure 3.6 The schematic diagram of a multistage Mach-Zehnder encoder.

Complementary outputs are produced at each output by switching on and off the

balanced sources alternately.  The phase shifters produce the different spectral

outputs.

A natural way to generate complementary spectra is to use a Mach-Zehnder

interferometer (MZI) [34].  Figure 3.6 shows the schematic diagram of a cascaded Mach-

Zehnder (MZ) encoder that has been used in our experiment.  When a broadband input is

applied to one of the MZI input ports, complementary spectral output are generated at the

two output ports due to the phase delays in the unbalanced arms.  The MZ encoder is

designed in such a way that the path length difference of each stage doubles that of the

previous stage.  A phase shifter is incorporated in each stage to tune the encoded output.

The frequency domain intensity transfer function of a single stage MZI is just a simple

sinusoid versus frequency.  If the path length difference in the two arms is doubled, the

free spectral range (FSR) of the MZI will be halved.  In addition, if a π/2 phase shift is

applied to one arm, then the original sine transfer function will change to cosine.

Therefore, by cascading MZIs with different FSR and change the phase encoding at each

stage from 0 to π/2, a very complicated encoding spectrum can be realized.
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Furthermore, when the input source to a MZ encoder is switched from one input

port to the other, the original complementary spectral outputs will swap their positions at

the two output ports.  Hence, by differentially modulating the input sources at the

balanced transmitter, complementary spectral outputs are generated at the MZI output

ports.  This forms the basis of our Mach-Zehnder based complementary spectral encoder

for bipolar optical CDMA.

Mathematically, we can represent the complementary spectral intensity transfer

function of the Mach-Zehnder encoder of user k as:

)(
2

1
)( ωω kk fT += (3.1)

and )(
2

1
)( ωω kk fT −= (3.2)

where–½ ≤ fk(ω) ≤ ½.  Here, we have chosen ½ as the reference level for the transfer

function without loss of generality.

If the broadband source has a power spectral density A(ω) in the frequency range

from ω1 to ω2, the encoded signals of the kth user when a 0 bit and a 1 bit are transmitted

are:

)()()()( 0 ωωωω kkk TAXX ⋅== (3.3)

and )()()()( 1 ωωωω kkk TAXX ⋅== (3.4)

The balanced detector output of the jth receiver due to the kth transmitter is:

[ ] ωωωωω
ω

dTTXY jjkjk ∫ −ℜ= 2

1
 )()()( (3.5)

where ℜ is the responsivity of the balanced photodetectors.
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Assuming A(ω) = 1 and the responsivity ℜ is constant in the frequency range of

interest ω1 ≤ ω ≤ ω2, the output is:
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For big enough encoded spectral range ω2-ω1, i.e. ω2-ω1 >> 1/τmin where τmin is the time

delay introduced by the encoder stage with the least propagation path imbalance,

0)(
2

1

≈∫
ω

ω
ωω dfk .  Therefore, orthogonal codes are obtained when fk(ω) and fj(ω) are

orthogonal:

0)()(
2

1

=∫
ω

ω
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In this case, the input power spectrum due to an unmatched channel is split equally at the

two optical output ports of the receiver.

For the matched transmitter and receiver pairs, the detected signal is:
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which is bipolar.

The frequency transfer function of a multistage Mach-Zehnder interferometer can

be easily obtained as follows.  Each 3-dB beam splitter can be represented using a 2×2

transfer matrix [34]:
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A delay line of length L and a phase shifter with phase shift θ can be modeled as:
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where 1−=j and c is the speed of light.  The total transfer function of an n stage Mach-

Zehnder interferometer is thus given by:
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The complementary power spectral transfer functions )(ωT  and )(ωT can be found from:
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The analytical expression of Equation (3.13) is not analytically tractable but it can be

calculated numerically using the computer.  Figure 3.7 shows the computed frequency

transfer function of the seven stage MZI shown in Fig. 3.6.  The longest delay stage

corresponds to a free spectral range of 10GHz.  All the phase shifters are set to zero.  The

plots represent a spectral encoding function, which is very complicated and therefore has

good qualities to be used for secure data transmissions.
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Figure 3.7 The simulated spectral output from a seven-stage Mach-Zehnder

encoder.  The free spectral range is 640GHz in the computation.  The complicated

spectral output represents a secret code.  The two lower diagrams are the expanded

sections of the diagram above them as indicated by the grey lines.

To demonstrate the principle of the balanced transmitter and cascaded Mach-

Zehnder encoder, a pair of multi-stage Mach-Zehnder encoders were fabricated on single-

mode rectangular Silica waveguide.  The optical path differences in the Mach-Zehnder

interferometers are chosen such that the longest stage Mach-Zehnder has a free spectral

range of 10GHz.  As shown in Fig. 3.6, the path difference in each Mach-Zehnder

interferometer stage is twice that of the previous stage.  The total free spectral range of

the encoder is 640GHz for the fabricated waveguide.  Thin film heaters are incorporated

in the MZI stages to introduce variable phase shift at various stages by the thermo-optic

effect.  Each thin film heater has a resistance of about 50Ω and is able to generate a 2π
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phase shift with 4W input heating power.  A thermo-electric cooler removed the waste

heat.  The phase shifts and the MZI arm imbalance are transformed into spectral intensity

modulation in the MZI outputs.  Fig. 3.8 shows the layout of the fabricated encoder on a

64mm × 44.5mm silicon wafer.  The thin film heaters are omitted in Fig. 3.8.  The

waveguide device is packaged and pigtailed as shown in Fig. 3.9 so that it can be easily

used in experiments.  Appendix B contains the procedure to calibrate the MZ encoders so

that they can be “matched” in the experiment.

Figure 3.8 Layout of the experimental 7-stage Mach-Zehnder encoder.  The

black dots are connectors to thin film heaters and thermo-electric temperature

stabilizers.

A continuous broadband source, as opposed to the discrete multi-wavelength

source used in the previous section, was employed in this experiment.  Instead of using

differentially modulated LED’s as shown in the block diagram in Fig. 3.1, to demonstrate
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the concept, we used a homemade EDFA pumped in to the super-luminescent mode as

our light source (Fig. 3.10).  Since the output of an EDFA is already within the single

mode fiber, it obviates the need to couple super-luminescent LED’s to single mode

optical fibers.  The EDFA output has a 3-dB bandwidth of about 10nm around the

1530nm center wavelength.  To emulate a balanced transmitter, the output of the EDFA

is switched between the two input ports of the transmitter Mach-Zehnder (MZ) encoder

using a commercial electro-optic 2×2 optical switch (UTP, 2x-150-010-B-1-2), which is

driven by the input data stream obtained from a pseudo-random pattern generator.  The

super-luminescent EDFA, 2×2 electro-optic switch and the multistage MZ encoder

comprise the transmitter.

Input fibers 1& 2

Connectors for
TE cooler

Output fibers 1& 2

Connectors for
Thermal phase adjust

Figure 3.9 A pigtailed 7-stage Mach-Zehnder encoder diagram.

The system set-up is shown in Fig. 3.10.  The encoded signal is amplified by a

second EDFA to compensate for the insertion loss of the components in the optical path.

The amplified signal is received by the receiver, which uses the same multistage MZI as
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the decoder.  The outputs of the MZI decoder are connected to a balanced receiver.

Electrical currents are applied to the thin film heaters in the MZ encoder and decoder.

The system is driven by an HP708434 bit error rate test-set (BERT) which generates a

215-1 pseudo-random bit pattern and measures the BER at the receiver.  Figure 3.11

shows the optical breadboard for the experiment.

7 stage MZ
encoder

EDFA

EDFA

Data in, 100 MHz

UTP 2x2
switch

7 stage MZ
decoder

Data Out

HP 708434
BERT

Spontaneous
Emission Source

Code Bias

Code Bias

Eye
Diagram

Figure 3.10 The experiment setup to demonstrate the non-coherent spectrally

encoded bipolar CDMA system.

When the transmitter code setting matches the receiver code by tuning the phase

shifters in the encoder and decoder, the transmitted signal is recovered at the receiver.

When the transmitter and receiver code settings are made different by introducing
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π/2 phase shifts at any stage, the decoder outputs are balanced and the receiver gives zero

output.  This confirms the rejection of unmatched codes.  Fig. 3.12 shows the eye

diagram at the receiver output for a pair of matched codes in a test run with a 215-1

pseudo-random bit sequence.  The eye is closed when the codes are unmatched at the

transmitter and the receiver.  The fluctuations in the high and low levels of the eye

diagram are due to spontaneous emission noise in the output of the EDFA.  Spontaneous

emission noise is analogous to “speckle” noise except that it arises from multiple Er

atoms rather than multiple users.  The eye diagram corresponds to a BER of 10-9 at a data

rate of 100MHz.

Figure 3.11 Picture of the optical breadboard setup for the experiment of non-

coherent spectral intensity encoded optical CDMA system using cascaded Mach-

Zehnder encoder.
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Figure 3.12 An eye-diagram taken at 100Mbps speed using a 215-1 pseudo-random

bit sequence.  The measured BER is 10-9.

3.4 Performance Evaluation

In this section, we discuss the noise and interference mechanisms in non-coherent

spectrally encoded bipolar optical CDMA systems and assess the fundamental

performance limitation of these types of systems.

We assume that each receiver receives equal power Prec from each transmitter.  In

the best case, all the codes are orthogonal to each other and we assume this is the case.

Ideally, when the transmitter code and the receiver code are matched to each other, all the

received power goes to either the upper or the lower photodetector of the receiver1

                                               

1 This happens when the fk(ω) = ±½ in Equations (3.1) and (3.2).



39

depending on whether a 0 or a 1 bit is sent by the transmitter.  Otherwise, the balanced

receiver will receive equal power Prec/2 by both of its photodetectors.  Perfectly

orthogonal codes that satisfy the above conditions have been proposed and studied by

other authors [29, 32-33].  Therefore, the photocurrent generated at the balanced receiver

output is:





ℜ−
ℜ+

=
bit 1 afor         

bit 0 afor         

rec

rec
sig P

P
I (3.14)

As in all other communication systems, the receiver is subject to thermal noise

given by [34]:

CkTBB
R

kT
I dd

L
th

22 8
4

π== (3.15)

where k is the Boltzman constant, T the temperature and RL the receiver load resistance.

We have also used Bd = 1/Tb = 1/2πRLC in equation (3.15) where Tb is the bit period and

C is the load capacitance.  For state-of-the-art technology, C is ≈0.02pF.  At a receiver bit

rate of 1Gbps, the thermal noise is √〈I2
th〉 = 4.57×10-8A.

We will see shortly that in non-coherent spectrally encoded CDMA systems, the

shot noise and the speckle noise set the lower limit for multiple access interference and

will limit the capacity of these kinds of systems.

As described before, in the presence of multiple active users, the detectors in the

balanced receiver detect the unbalance at the matched transmitter in the presence of all

the other interfering users whose transmitted powers are cancelled at the balanced
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detector.  Although the average signal due to the interferers are cancelled, the large

optical signal at each detector give rise to significant shot noise, which does not cancel.

Suppose K users are active, K-1 of which are unmatched interfering users.

Assume the codes are ideal.  Since unmatched channel power splits equally at the

photodetectors of the balanced receiver, if a 0 is detected, the upper and lower detectors

will detect power,

recrecUU P
K

PPP
2

10 −
+== (3.16)

and recLL P
K

PP
2

10 −
== (3.17)

respectively.

Similarly, if a 1 is transmitted:
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11 −
+== (3.19)

The output photocurrent for a transmitted 0 is:
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In either case, the shot noise in the output is given by [43]:
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We can see that multiple users degrade the performance of the system by

increasing the shot-noise proportionately.  For a received power of –20dB (10µW) per

active user at a receiver bit rate of 1Gbps, using ℜ=0.8A/W for a typical InGaAs PIN

photodiode working at 1.5µm wavelength range, the shot noise is √〈I2
sh〉=5.06×10-8A for

one user.

Shot noise is due to the particle nature of light [39].  However, in an environment

where all the users share the same bandwidth and transmit simultaneously, the incoherent

summation of signal powers of the same wavelengths will give rise to excessive

fluctuations in the detected power due to the wave nature of light which undergoes

constructive and destructive interference [40-42].  The same mechanism also gives rise to

the spatial intensity variations in coherent images called “speckle”.  For this reason, we

call the intensity fluctuation due to the interference from other users speckle noise.  In

fact, the spontaneous emission noise that we saw in the eye-diagram in Fig. 3.12 is also

due to the same mechanism.  The spontaneous emission from multiple atoms can be

regarded an ensemble of non-coherent oscillators.  They interfere with each other and

give rise to intensity fluctuations in space and time.  Speckle fluctuations on the balanced

detector are fluctuations in space, but they become time dependent fluctuations as the

signals are modulated.

The speckle noise model for a detector detecting a photocurrent I is [40]:

opt

elec
sp mM

B
II

ν
222 = (3.22)



42

where Belec is the electrical bandwidth of the photodetector and νopt is the optical

bandwidth used.  M is the number of modes in a fiber if multi-mode fiber is used and

m=1 for polarized light and m=2 for unpolarized light.  The speckle noise is usually

cancelled in a double balanced detector as common mode fluctuation [43-44].  However,

in the non-coherent spectrally encoded CDMA system, the two photodetectors detect

signals coming from different, non-overlapping, complementary spectral components.

Instead of having common mode rejection, the speckle noises at the two photodetectors

are uncorrelated and add in the balanced detector output.  In addition, if Bopt is the total

optical bandwidth encoded, only one half of the total spectrum will fall on each

photodetector, νopt = Bopt/2, because of spectral filtering.  ℜPU and ℜPL give the

photocurrent.  Therefore, the output speckle noise is given by:
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In our experimental system, since single mode fiber components are used, and the

waveguide devices are polarization dependent, M = m = 1.  There are two important

observations from Equation (3.23).  First, speckle noise power is proportional to the

signal power Isig
2 = ℜ2Prec

2.  When the system is speckle noise limited, increasing the

signal power would not improve the signal to noise ratio.  Second, the speckle noise
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grows as K2 and is the most important noise mechanism when the number of

simultaneous users is high.  Equation (3.23) also indicates that using more optical

frequencies, and multi-mode components, can offset speckle noise.  The wider the optical

bandwidth used and the more spatial modes in an optical fiber, the more speckle

averaging takes place, and the smaller the noise.  In our setup, most of the optical power

is concentrated in a 10nm wavelength range around the 1530nm center wavelength.  Even

in the absence of spatially interfering users, speckle noise is still present due to the

random nature of the spontaneous emission source.  Taking M = m = 1, Bopt = 10nm =

1.28THz, other parameters being the same as before, we obtain √〈I2
sp〉 = 4.5×10-7A for

K=1.  It can be seen that when K is bigger than one, the speckle noise is the most

important noise in a non-coherent spectral-intensity encoded CDMA system.

Assuming a large number of active users so that the distribution of shot noise and

speckle noise can be approximated as Gaussian, the three noise components arising from

different mechanisms are independent and the total noise is their sum:

2222
spshthn IIII ++= (3.24)

The bit error rate in a bipolar signaling scheme is [46-45]:
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Figure 3.13 shows the BER plotted against the number of co-channel users at

various received power levels.  One gigabit per second data rate is assumed for each user
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and the optical bandwidth used is assumed to be 5THz (40nm in wavelength).

Figure 3.13(a) is plotted for single mode fiber and Fig. 3.13(b) is plotted for a graded

index multi-mode fiber with 62.5µm core diameter2.  324 modes are used in the

simulation for this type of fiber (see Appendix C).  Owing to the lack of mode averaging

for speckle noise in the single mode system, the system is speckle noise limited and

increasing the received optical power does not improve the BER in Fig. 3.13(a) (all the

curves overlap).  Because of mode averaging and relatively small received power,

Fig. 3.13(b) falls between the shot noise limited and speckle noise limited scenarios.  It is

seen from Fig. 3.13(b) that for a –20dbm (10µW) received power per user, 34 concurrent

users are allowed for a BER less than 10−15 and 51 are allowed for a BER less than 10−9.

To estimate the throughput, we assume for simplicity, that transmission is lossless

except for the splitting loss at the star coupler.  Signal propagation loss and connector

loss can be easily accounted for by scaling up the transmitter power proportionally.  For a

network with K subscribers, the received power per user will be Pt /K.  In the worst case

scenario, all K subscribers are transmitting at the same time.  If the system is shot noise

limited (e.g. when a large optical bandwidth and multi-mode fiber with many modes are

used), the throughput is given by (see Appendix D):

( )
SNRqK

RP
KB t

shd ⋅
=

2
(3.27)

                                               

2  This is the most commonly installed fiber in buildings.
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Figure 3.13 Bit Error Rate (BER) vs. number of active users for (a) single-mode

system and (b) multi-mode system.
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Figure 3.14 Throughput vs. number of subscribers for (a) single–mode and (b)

multi-mode systems.
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For a large number of users transmitting at moderate power, the system will be

speckle noise limited and the throughput is given by (again see Appendix D):

( )
SNRK

MB
KB opt

spd ⋅
=

2
(3.28)

In both cases, the throughput decreases as more users are added to the system.

However, when the system is speckle noise limited, the throughput is independent of the

transmitted power as expected.  Fig. 3.14(a) and Fig. 3.14(b) plot the throughput against

K, the number of subscribers, for single mode and multi-mode cases.  All the subscribers

are assumed active at the same time and the BER is fixed at 10-9.  Again, all the curves in

Fig. 3.14(a) overlap, showing no improvement for increased transmitter power for a

single mode system.  Fig. 3.14(b) shows the system operated between the shot noise

limited and speckle noise limited scenarios when multi-mode fibers are used.  It is seen

from Fig. 3.14(b) that when the transmitter power and the number of subscribers are

increased, the system approaches the speckle noise limit and further increase of the

transmitted power does not give much improvement to the throughput.

3.5 Discussion and Conclusion

Dispersion is a limitation to CDMA systems which all use broadband sources.  In

CDMA systems employing ultra-short pulses, successful decoding relies upon the

reconstruction of the ultra-short pulses, which occupy only a small fraction of a bit

period.  Especially for coherent schemes [26], dispersion has to be carefully controlled to

maintain the optical phase coherence among different spectral components.
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Fancy ultra-short pulse sources are unnecessary in the non-coherent spectral

intensity encoded system.  The encoder and decoder function as spectral intensity filters.

The bit energy occupies the full bit period.  The proposed system is therefore less

vulnerable to dispersion problems.

In fact simple analysis shows, that for the same total aggregate bit rate throughput

U, the dispersion limited signal propagation distance for TDM, WDM and our CDM

systems are:

cU

f
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where η is the fiber dispersion coefficient in ps/nm/km and f0 is the center frequency.  In

our CDMA system, for example, if a 40nm optical bandwidth is used for encoding and

the channel speed is 1Gbps, the dispersion limited transmission distance is about 1km,

which is adequate for typical LAN applications.

The transmitter modulates at the data rate and the receiver uses direct detection,

which is a mature technology in optical links.  However, in systems using ultra-short

pulses [26-27], clumsy non-linear optical threshold detection schemes such as second

harmonic generations are required for demodulation.
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It can be shown that the non-coherent spectral intensity encoded CDMA system

performs better than spectrally sliced WDM systems [47] when a broadband spontaneous

emission source is used for multiple access and the number of users simultaneously

accessing the network is small.  For a system that supports K users, the total spectrum is

divided into K slices in both CDM and WDM systems.  A Spectral intensity encoded

CDMA system makes use of the whole available spectrum and is therefore more power

efficient and has better tolerance to shot noise.  Furthermore, as we have seen,

spontaneous emission source output is associated with coherent noise or speckle

noise [40-42] which limits the performance.  When a system is speckle noise limited, the

signal to noise ratio (SNR) does not depend on the received power but the ratio of the

optical bandwidth to the data bandwidth.  Because a wider spectrum is used in spectrally

encoded CDMA, it helps to improve the speckle noise in a spontaneous emission source.

Access by multiple users in a CDMA network will introduce interference by

cumulative shot noise and increased speckle noise.  The latter is more important and

increases the noise to signal ratio in a CDMA network as the square of the number of

active users (Equation 3.23).  However, since each user in a spectrally sliced WDM

system only detects the wavelength of interest, they do not suffer from cumulative shot

noise and increased speckle noise.  Therefore, as the number of CDMA users increases,

the advantage over spectrally sliced WDM will be quickly lost.  Figure 3.15 shows the

trend for noise to signal ratio of CDMA and spectrally sliced WDM system versus

number of active users in the network.  An analysis shows that CDMA performs better

than spectrally sliced WDM when the number of active users is less than 14 for a network
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using 40nm optical bandwidth, 1GHz data bandwidth, 10mW transmitter power and a

network of size K=100.  For the CDMA system we described previously, about 12

simultaneous active users can be supported at 1Gpbs speed per channel in a 40nm optical

band for 10-9 bit error rate (BER) in the speckle noise limit.  For a spectrally sliced WDM

system under speckle noise limit, to obtain the similar performance as the CDMA system,

about 69 simultaneous users can be supported, a more than five fold increase in capacity.

Noise/Signal

Number of Active Users

CDMA

WDM

K

Figure 3.15 Noise to signal ratio versus number of active users for spectral

intensity encoded CDMA system and spectrally sliced WDM systems.  K is the total

number of spectral slices, which corresponds to the total number of allowable users

in the system.

In a LAN environment with limited span, most of the loss comes from the

splitting loss in the star coupler and component insertion loss, which can be improved by

better integration of optical components and by using optical amplifiers.  By conservative

estimate, given a 10dBm transmitter power, –20dBm receiver sensitivity, and 15dB
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insertion loss in the encoder and decoder, a network with 100 users should be achievable

by placing 20dB optical amplifiers after the star coupler.  However, this also necessitates

a large number of optical amplifiers and renders the system not cost-effective.

In conclusion, we have demonstrated the idea of non-coherent spectral intensity

encoded Optical CDMA system using both multi-wavelength source and continuous

broadband spontaneous emission source.  A novel balanced transmitter has been invented

for demonstrating the idea of complementary encoding.  We have performed the

experiments using both Hadamard codes and a novel cascaded Mach-Zehnder encoder.

In both cases, a pseudo-random bit sequence has been successfully transmitted and

received.  We have also shown adequate unmatched channel rejection in both

experiments.

It is proven both in theory and in experiment that full orthogonality can be

achieved using non-coherent spectral intensity encoded optical CDMA systems.

Unfortunately, the system performance (throughput) is severely limited by speckle

interference noise from co-channel users.
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Chapter 4 Multi-wavelength Spectral Phase Encoded Optical

CDMA Network

Although bipolar signaling achieves full orthogonality, and has the simplicity of

being non-coherent, the capacity of the non-coherent spectral intensity encoded system

described in the previous chapter is severely limited by speckle noise.  In order to avoid

speckle noise, we propose the multi-wavelength spectral phase encoded optical CDMA

system described in this chapter.  Again, a broadcast and select star network (Fig. 4.1) is

assumed as the architecture of our multi-wavelength optical CDMA system.  A mode-

locked laser is used as the broadband optical source for encoding.  The mode-locked

pulses from each user are synchronized using a time synchronization signal generated by

the receiver so that they all arrive at the star coupler at the same time.  Absolute optical

phase synchronization is not needed.

Transmitter 1

Receiver 1

time sync
signal

 Transmitter K

Receiver K

Star Coupler
Transmitter i

Receiver i

Transmitter 3

Receiver 3

Transmitter 4

Receiver 4

time sync
signal

Transmitter 2

Receiver 2

time sync
signal

time sync
signal

time sync
signal

time sync
signal

Figure 4.1 Multi-wavelength optical CDMA network.
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4.1 Transmitter

The transmitter is shown in Fig. 4.2.  A mode-locked laser [48] output is used as

the broadband optical source.  The output of the mode-locked laser consists of frequency

components equally separated in the spectral domain.  Because of the phase locking

relationship between the spectral components, in the time domain, a mode-locked laser

output consists of periodic sharp pulses.  If we encode a mode-locked laser output by

adding different phase shifts to the various frequency components, the output will come

to resemble noise-like periodic bursts.  More precisely, the encoded output will look like

a multi-mode laser output.  This phase encoded mode-locked laser output is our “secret”

CDMA carrier.  Mathematically, the mode-locked output can be represented by:
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where ∆ω / 2π is the pulse repetition frequency.  The encoded signal from an encoder k is

represented by the encoding operation Ck[E(t)] as:
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where Φkn is the encoded phase on the nth spectral component.  The codes are designed

to be orthogonal so that two codes Ck and Ch satisfy:
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Figure 4.2 Transmitter of multi-wavelength optical CDMA system.

where δkh = 1 if k = h and 0 otherwise.  From equation (4.3), we observe that the

orthogonality is determined by the encoded phase differences between matched

frequency components.  In the simplest case, if we use 0’s and π’s as the encoded phase

shifts, the codes correspond to multiplication coefficients of +1 and –1 in amplitude.  All

the good bipolar codes developed for radio CDMA can be directly applied to our system.

One famous family of bipolar orthogonal codes is the Hadamard codes [35], which form

rows of a Hadamard square matrix.  As another example, two codes are orthogonal when

the phase differences between the corresponding spectral components represented by

{ })(exp hnkni Φ−Φ  are uniformly distributed on a unit circle in a complex plane.  A

new encoder family using cascaded feedback Mach-Zehnder interferometers will be

introduced in the latter part of this chapter.
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To be more specific, if Ck and Ch are codes from different transmitters, they arrive

at the star coupler at different times t1 and t2, then their dot product should be expressed

as:
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which should be compared with Equation (4.3).

In order to maintain orthogonality, we need to synchronize the mode-locked

pulses from all the transmitters so that they arrive simultaneously at the star coupler.

This is equivalent to say N(∆ω)(t1-t2)≈0.  So the synchronization requirement is

(t1−t2)1/N(∆ω) which is the mode-locked pulse width and the reciprocal of the total

CDMA bandwidth.  Thus we do not need to synchronize to the absolute optical phase

precision between the users.  In the following analysis, we assume that all the transmitters

are temporally synchronized within the mode-locked pulse width.

Following Fig. 4.2, the mode-locked laser output at the transmitter is separated

into two fibers using a 3-dB beam splitter. For the kth user, the first fiber passes through a

spectral filter which phase encodes the carrier components as:
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The other fiber’s spectral components (for the kth user) are encoded by a different code

Ck,2 in a similar way:
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Continuing in Fig. 4.2, a modulator is placed after the encoded carrier Ck,1 to

impose data modulation.  Either phase or intensity modulation could be applied.  The

modulated output is:

)()()( 1, tCtstX kkk = (4.7)

where sk(t) is the data signal for the kth user.  For amplitude shift keying (ASK) sk(t)

takes the values 0 and +1 while for phase shift keying (PSK), sk(t) is either +1 or –1.

Modulation generates information-carrying side bands sk(t)Ck,1(t) around the pure carrier

tones Ck,1(t).  The side bands and the encoded carrier Ck,2(t) are combined using a carrier

add/drop filter, and then transmitted to the receiver.

The idea of artificially combining a carrier with side bands is emulating amplitude

modulation (AM).  As explained in Chapter 1, AM has a neat feature that the carrier and

the side bands are transmitted together to the receiver.  The receiver, usually an envelope

detector, demodulates the signal by mixing the side bands with the carrier.  The

transmitted carrier functions like a transmitter supplied local oscillator (LO), removing

the need to have an LO at the receiver.  Also, since the carrier and the side bands travel

through the same path, they experience the same phase shifts and are always phase

synchronized.

For the same reason, we transmit the carrier to the receiver as an externally

supplied LO.  However, the carrier and side bands are separately encoded so that the

receiver will not be able to demodulate the signal by simple envelope detection.  First,

this enhances the security of the system.  Secondly, encoding the carriers suppresses the



57

interference of carriers from different transmitters by imposing an orthogonal code onto

each carrier.

Thus, the transmitted signal for the kth user is:

)()()()( 2,1, tCtCtstY kkkk += (4.8)

4.2 Receiver
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Figure 4.3 Multi-wavelength optical CDMA receiver.

The side bands and the encoded carrier are broadcast to the receivers through a

star coupler.  Figure 4.3 shows the receiver structure.  As shown in Fig. 4.3, the same

carrier add-drop filter is used to separate the side bands and the encoded carrier tones.

The carrier tones go through another spectral encoder Ck,3 at the receiver such that

Ck,1=Ck,3Ck,2, and Ck,1 is orthogonal to Ck,3Cj,2 for j≠k, where C’s represent the encoded

carriers as in Equations (4.5) and (4.6).  Thus the receiver reconstructs the original

encoded carrier Ck,1 which is modulated by the transmitted signal.  The side bands and
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the reconstructed carriers mix at a second 3-dB splitter, which feeds a double balanced

detector.

Without loss of generality, let k=1 be the desired channel.  The input to the second

3-dB splitter consists of the multiplexed side bands ∑
=

K

k
kk tCts

1
1, )()( and the re-encoded

carriers ∑
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K

k
k tC

1
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The 3-dB splitter output to the balanced detector consists of the sum RU1(t) and

difference RL1(t) of the side bands and the encoded carrier of the desired user, i.e. user 1:

∑∑
==

+=
K

k
k

K

k
kkU tCtCtstR

1
2,3,1

1
1,1 )(C

2

1
)()(

2

1
)( (4.9)

∑∑
==

−=
K

k
k

K

k
kkL tCtCtstR

1
2,3,1

1
1,1 )(C

2

1
)()(

2

1
)( (4.10)

The photodetectors used in the balanced receiver are a pair of square law devices

followed by a low pass filter (LPF).  Therefore, the output from the balanced detector

will be:
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The square terms of the side bands and re-encoded carrier tones are cancelled at

the balanced detector output, eliminating any common mode fluctuations.  The remaining

term in Equation (4.11) is the low pass filtered cross product between the side bands and

the re-encoded carriers.  By the code orthogonality requirement, all the dot product terms
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are cancelled except for user 1.  The operation of C1,3 on C1,2 regenerates C1,1 which is the

desired “local oscillator” used to extract the user 1 signal s1(t).  By maintaining mode-

locked time synchronization, perfect orthogonality can be achieved.

4.3 Carrier/Side Bands Separation and Combining

By separating the carrier from the side bands, processing them individually and

recombining them, not only have we avoided the complexity of a local oscillator at the

receiver but we have also achieved full orthogonality and enhanced security.  Here, we

give two possible examples for carrier and side band separation and recombination.

The first example (Fig. 4.4) for the carrier add/drop consists of a balanced Mach-

Zehnder interferometer (MZI) with a pair of identical high finesse Fabry-Perot (FP)

filters in both arms.  The high finesse FP filter has very sharp frequency transmission at

the carrier tone frequencies and very high reflection for frequencies other than the carrier

tones.  The residual of the encoded carrier tones will pass through the MZI and will be

dropped at the carrier drop port on the opposite side of the input signal.  The information

containing side bands will be reflected to the other port on the same side of the signal.

The separately encoded carrier is added to the reflected side bands from the carrier add

port of the MZI.  A similar MZI arrangement for carrier add/drop filters has been used

with fiber gratings as a wavelength division multiple-access (WDM) add/drop

multiplexer [49].

Another possible carrier add/drop filter consists of a ring coupler pair is shown in

Fig. 4.5.  This filter is made up of two weak fiber couplers connected in a ring whose

circumference matches the resonant condition for the carrier tones.  The carriers will be
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coupled out of the carrier drop port because of resonance.  The device can be made very

compact and has the potential for integrated photonics [50].

Transmission

ω

ω

Reflection

encoded carrier 1
+ side bands

encoded 
carrier 1 drop

unencoded
carrier 2 add

unencoded carrier 2
+ side bands

Figure 4.4 A Mach-Zehnder interferometer (MZI) together with Fabry-Perot

(FP) filter as carrier add/drop filter.

encoded carrier 1
+ side bands

encoded carrier 1
drop

encoded carrier 2
add

encoded carrier 2
+ side bands

couplers

Figure 4.5 A ring resonator as carrier add/drop filter.

4.4 Encoder Design

The phase encoder is another new device required in this system.  In this section,

we describe the design of an encoder which uses series connected MZI’s.  The MZIs are
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set in a feedback configuration as shown in Fig. 4.6 so that they have only one input and

one output.  The output phase of the feedback MZI (FBMZI) is determined by three

parameters, the feed forward path length difference lf between the two feed forward

paths, the extra phase θ introduced by a phase shifter at the second arm of the MZI and

the feedback delay introduced by the feedback path lb.  A general frequency transfer

function for an arbitrary FBMZI can be easily derived using feedback network theory.

Here, we describe a specific design that will generate orthogonal codes.

We assume N, the total number of frequency components in the mode-locked

laser spectrum to be a power of 2, i.e. N=2L, where L is an integer.  The feed forward path

length difference lf and the feedback path length lb can be expressed by the corresponding

time delays τf=lf /c and τb=lb /c where c is the speed of light in the waveguide.  For

simplicity, we restrict the values of τf and τb to integral multiples of a basic time unit

τ0 = 2π /(N∆ω), which is the reciprocal of the total CDMA bandwidth.  In addition, let us

restrict the phase shift θ to either 0 or π.

θ

lf

lb

input output

λ

intensity
∆ω

λ0 λ1 λ2 λ3
λ

intensity
∆ω

λ0 λ1 λ2 λ3

Figure 4.6 The feedback Mach-Zehnder phase encoder.
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It can be easily shown [34] that setting the feed forward path difference delay to

be τf= ½Nτ0= π /∆ω corresponds to an MZI whose free spectral range (FSR) is 2∆ω.  We

can view the MZI as a 2×2 switch for the frequency components which are separated by

∆ω.  Half of the frequency components (say the even ones) will see the MZI in the

through-state and the other half (the odd components) will see the MZI in the cross-state

(Fig. 4.7).  When a phase shift θ=π is introduced at the MZI, the roles of the frequency

components are changed so that the ones previously in the through-state are now in the

cross-state and vice versa.

Components in the cross-state are fed back to the other input port of the MZI and

come out of the same output port as those in the through state after a feedback delay τb

which is translated into a phase shift.  The 0 and π phase shifts in the feed forward path

represent two binary states of an encoder.

lf

λ

intensity

0°

∆ω

λ

intensity

λ

intensity

≡

λ0 λ1 λ2 λ3

even

even

oddodd

λ0 λ2

λ1 λ3

Figure 4.7 By properly setting lf, the feed forward path length difference, and θθ,

the MZI functions as a 2××2 switch in either through or cross state for the mode-

locked wavelength components.
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Let the feedback delay be τb=qτ0, where q is an integer.  We now show that series

connected FBMZI’s as in Fig. 4.7a produce families of orthogonal spectral phase codes.

We require the following theorems.

3-dB couplers feedbacks

Figure 4.7a Series connected FBMZI’s to produce families of orthogonal spectral

phase codes.

Theorem 1:  If q and N are co-prime (i.e. they have no common factor), the codes

generated by the 0 and π states are orthogonal.

Proof:  First we notice since N=2L is a power of 2, if q and N are co-prime, q must be an

odd number.  We have n=0, 1, 2, … N-1 frequency components spaced ∆ω apart.

Suppose the even frequencies are in the through state when phase shifter is set to 0, and

the odd frequencies are in the cross-state experiencing an extra phase shift (ω+n∆ω)τb.

When the phase shifter is set to π, the even frequencies are in the cross-state and subject

to a phase shift (ω+n∆ω)τb, while the odd frequencies are in the through state.  So the

phase difference between the 0 and π states for various components are

Φ0
n−Φπ

n = ±(ω+n∆ω)τb, where the plus and minus signs are used for the odd and even

frequency components.  The vector sum of all the phase differences must be 0, to

establish orthogonality. Φ0
n−Φπ

n can be re-written as )
2

(
N

nq
b

π
ωτ +± .  Then we can
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group all the frequencies into N/2 pairs of (n, n+N/2) where n=0, … N/2-1.  So the phase

shifts for each of these pairs will be )
2

(
N

nq
b

π
ωτ +± and )

2
( π

π
ωτ q

N

nq
b ++± .  Since q

is an odd multiplier of π, these two phase shifts represent two points diagonally opposite

to each other on the unit complex circle and will be cancelled. Q.E.D.
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Figure 4.8 Distribution of the phase differences between the 0 and ππ states for

different feedback lengths.  There is no common factor between q and N. N=32.

In fact, if we ignore the ωτb term which is common to all the phase terms, the net

phase difference for any frequency component n can be written as ±2π((nq))N/N, where

((nq))N represents the product nq modulo N.  Since q and N are co-prime, ((nq))N will

produce [51] all the values in the set [0, 1, … N-1] with n=0, 1, …, N-1.  This also states

that there is no repetition in the encoded phase pattern.  The actual sequence produced by

the modulo operation is dependent on the value of q which can be considered a

cryptographic factor for encoding.  Figure. 4.8 shows the encoded phase differences on

the unit circle for q=1, 3 and 7.  N is chosen as 32 in this calculation.
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Theorem 2:  If q and N are not co-prime and have as their greatest common divisor (gcd)

the integer 2m, m<L, the codes produced by the 0 and π states are orthogonal within the

free spectral range (FSR) of ω∆
m

N

2
.

Proof:  q can be written q=2m⋅r where r is an odd number.  This must be true because

N=2L.  Using a similar argument as in Theorem 1, the difference phase for the 0 and π

states of the frequency component n is 2πnq/N = 2πn(2mr)/2L = 2πnr/2L−m.  We omitted

the plus and minus signs for the even and odd frequency components and the common

delay phase ωτb.  Using the results proved in Theorem 1, the frequency components in

the range n = 0, …, 2L−m−1, will form orthogonal codes.  It is also obvious that the

encoded phase pattern will repeat for every 2L−m frequency components.  Therefore, the

code produced by the 0 and π states are orthogonal within an FSR of ω∆
m

N

2
.  For

simplicity, we will say the normalized FSR of the encoder is N/2m in latter.  Of course,

the orthogonality extends to all the N components. Q.E.D

The value of integer r determines the actual locations of the frequency

components on the complex plane.  Figure 4.9 on the next page shows the distribution of

the phase differences for r=3 and 7, N=32, and m=2.

Theorems 1 and 2 together state that for all the integers q, the two states formed

by the FBMZI encoder are orthogonal to each other.  In the next theorem, we will prove

that a family of orthogonal codes can be generated by cascading encoders with different

free spectral ranges.
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Figure 4.9 Distribution of the encoded phase differences between the 0 and ππ

states for different feedback lengths.  q and N are not co-prime and the common

factor between them is 4.  N=32.

Theorem 3:  Given two FBMZIs with normalized FSR equal to N and N/2 respectively.

Each stage has two states 0 and π.  The four possible states obtained by combining the

two stages generate four mutually orthogonal codes.

θ=π

Stage 1
θ=0

C1
’

Stage 2

C2
’

Stage 2

θ=0

θ=π

θ=0

θ=π

C1

C2

C3

C4

Figure 4.10 Four codes formed by cascading two different FBMZI stages.

Proof:  The tree diagram in Fig. 4.10 represents the four possible states.  Assume stages 1

and 2 have a normalized FSR of N and N/2 respectively.  Recall that the orthogonality

between two codes depends only upon the relative phase differences between the
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matching frequency components, but not the absolute phase.  In addition, the encoded

phase on each spectral component is accumulated for two stages at the output.  We

consider the following three cases.  Case 1: the two codes generated from the same state

of stage 1 and two different states of stage 2 are orthogonal by Theorem 2.  Therefore,

codes (C1, C2) and (C3, C4) are orthogonal pair-wise.  Case 2: the two codes generated

from different states of stage 1 and the same states of stage 2 are orthogonal by

Theorem 1.  Therefore, (C1, C3) and (C2, C4) are orthogonal pair-wise.  Case 3: the

remaining question is the orthogonality between (C1, C4) and (C2, C3).  The orthogonality

between C1 and C4 is proved as follows:

By the orthogonality of the two states produced by stage 1 and stage 2, we have:
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The superscript in the phase represent the state of the FBMZI and the second

subscript represent the stage number in the cascade setting in the above equations.  Since

stage 2 has a normalized FSR of N/2, we have
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Also, from the proof of Theorem 1, we know that for stage 1 which has a

normalized FSR of N,
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Since the encoded phase in successive stages accumulates additively, so do the relative

phases in the dot product.  Therefore:
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We have used (4.13) and (4.14) in deriving (4.15).  In a similar manner, we can

prove the orthogonality between C2 and C3.  This completes the proof of Theorem 3.

Q.E.D.

Intuitively, cascading one encoder after another can be thought as redistributing

the encoded relative phases uniformly on the complex unit circle, hence preserving the

orthogonality.  The proof of Theorem 3 can be extended by induction to prove that by

cascading a series of encoders with L different normalized FSRs (i.e. 2, 22, …, N=2L) one

can obtain all 2L orthogonal codes, which is the complete set expected for an encoding

scheme using 2L spectral components.  Different combinations of the 0 or π shifts in the

various stages produce the 2L codes.  Thus we have shown how to use L switches to

produce 2L spectral phase codes.

One plausible way of cascading the FBMZIs is to use a waveguide design with

“concentric” circles touching each other to form the 3-dB couplers.  The waveguides are
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nested in cascade as shown in Fig. 4.11.  The output waveguide cuts perpendicularly

through the loops to eliminate any crosstalk.

3dB couplers 3dB couplers
feedback

feedback

Input

Output

Figure 4.11 Proposed waveguide circuits for cascaded FBMZI to save real estates.

4.5 Performance Evaluation

In this section, we investigate the performance limit of the proposed phase

encoded multi-wavelength optical CDMA system.  Again, we take user 1 as the intended

channel without loss of generality.  Assume the carriers Ck,1 and Ck,2 have the same

amplitude.  The value of sk(t) is 0 or 1 for ASK and –1 or +1 for phase shift keying

(PSK).  Ideally, the carrier decoding by the Ck,3 does not change the amplitude of Ck,2(t),

since only phase encoding is used.
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From Equations (4.5) and (4.6), we find that for each user the power in both

carriers P[Ck,1(t)] and P[Ck,2(t)] is E0
2/4.  Assume 0 and 1 bits are equally probable. The

average received power is:
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where α= ½ for ASK and 1 for PSK.  Here we have assumed that the received power

from all the users are equal.  The splitting loss at the star coupler is also ignored.

The useful output signal is given by equation (4.11).  Owing to the code

orthogonality, only the matched term corresponding to user 1 will survive.  So we have:
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The average received signal (root mean square) is thus:

recsig PtZI ℜ
+

==
1

)( 2
1 α

α
(4.19)

The signals detected by each of the two photodetectors in the balanced receiver

are given by RU1(t) and RL1(t) as in equations (4.9) and (4.10).  Since the 3dB splitter in
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front of the balanced detectors splits the received user power (both side bands and re-

encoded carriers) equally, the average optical power seen by each photodetector is:

22
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1
rec
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RR == (4.20)

This detected optical power will contribute shot noise [39] at each photodetector.  The

shot noise produced is therefore:
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where 
2

1
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1 2

1

2

1
LU RRI ℜ=ℜ=  is the average photocurrent produced at each

photodetector.  The total shot noise is thus:
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Therefore, K multiple users degrade the performance of the system by increasing

the shot-noise proportionately.

The thermal noise from the receiver pre-amp is the same as given in equation 3.15

in the previous chapter.

It is worth noticing that because all the signals are split equally between the two

photodetectors in the balanced detector and owing to the code orthogonality achieved

through synchronization, the common mode fluctuations in the signal and carrier power

is cancelled by the balanced detector, except for the shot noise.

The total mean square noise is the sum of thermal and shot noise:

222
thshn III += (4.23)

The bit error rate (BER) is given by [45-46]:
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where Eb is the average bit energy, γ=1 for ASK and γ=2 for PSK.  N0 is the two-sided

noise power spectral density.
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The BER is plotted against the number of co-channel users at various received

power levels in Fig. 4.12 for both ASK and PSK.  A one gigabit per second data rate is

assumed for each user.  It is seen from Fig. 4.12 that for –20dBm received power per

channel, 87 and 153 concurrent users are allowed for a BER of 10-15 and 10-9 using ASK

while 197 and 346 concurrent users are allowed for the same BER's using PSK.  Of

course this is the worst case situation.  For a system with bursty traffic, the number of

concurrent users will likely to be much less than the total number of subscribers, most of

the time.

It is seen from the above analysis that the SNR is shot noise limited when the total

received optical power PrecK is large and is approximately given by:
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Figure 4.12 Bit Error Rate (BER) vs. Number of Active Users for (a) ASK and (b)

PSK.
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From the transmitter’s viewpoint, the signal is broadcast to all the users in the

network by a passive optical star coupler.  Suppose the network size is the same as the

total number of active users (the most pessimistic case).  Then the splitting loss is

10logK dB.  We define the throughput as the aggregate bit rate that the network can

support at a certain bit error rate given a fixed available transmitter power Pt. Neglecting

the transmission loss and other non-idealities, the network throughput scales linearly as

Pt:

d

t

sh

sig

BKq

P

I

I
SNR

222

2

)1(2 +
ℜ

=≈
α

α
(4.27)

The total throughput is given by:
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For a given available transmitter power, to obtain higher throughput, the total

number of users needs to be smaller, which also means that each channel needs to handle

a bigger bandwidth.  Assuming 10mW available optical power at the transmitter output

and 150 concurrent users, the network can support a total capacity of 1THz and 2.3THz

for ASK and PSK respectively at 10-9 BER.  Fig. 4.13 plots the achievable throughput for

different values of Pt.  We assumed the transmitter power is evenly distributed among all

the subscribers who are all active at the same time (again worst case).
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Figure 4.13 Throughput vs. Number of Subscribers for (a) ASK and (b) PSK.
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4.6 Discussion

The codes applied to the pure carrier and the encoded side bands are orthogonal to

each other so that simple square law detection will not give any output.  This protects the

signal from being intercepted by unwanted receivers and enhances system security.  One

could conceive, as an alternative, to transmit the unencoded carrier that is produced by

the mode-locked laser, to act as a “local oscillator”.  Since each user broadcasts its signal

to all the users in the network, different copies of the unencoded carrier will add with

random phase at the receiver and produce speckle.  This is due to the difficulty of

synchronizing the absolute phase of the optical carrier.  The beating of this noisy carrier

wave with the side bands will give excess fluctuations in the output signal.  Thus, by

encoding the pure carriers in each channel with a different code, only the desired

receiver, with the properly encoded carrier, will detect the desired side bands.

We have seen that the balanced receiver used in this chapter has the ability to

reject the common mode fluctuation in the signal sources and achieve true orthogonality.

Eventually, the system will be shot noise limited when the number of users accessing the

network is large.  When the system is shot noise limited, increasing the signal power

improves the BER by increasing the SNR.  However, when a system is speckle noise

limited as in a non-coherent spectral intensity encoded system, the SNR does not improve

by increasing the signal power and the system performance is very capped.

4.7 Conclusion

In this chapter, we have proposed and analyzed a multi-wavelength spectral phase

encoded optical CDMA system.  This system uses a balanced optical detector as a
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balanced mixer and it achieves common mode rejection.  By maintaining time

synchronization and code orthogonality, speckle noise does not appear in this system.

Since we make use of the phase information, a reference “local oscillator” is required.

We manage, however, to avoid the complexity of having an optical local oscillator by

supplying it from the transmitter, and sending it over the same optical path with the data.

We also proposed a new optical CDMA phase encoder using a feedback Mach-

Zehnder interferometer configuration.  To generate 2N different codes, an encoder with

only N cascaded stages is required.  Such logarithmic scaling property could be very

useful for networks having large numbers of users.

While the signals channel interference can be cancelled by using proper

orthogonal codes at the balanced receiver, the proposed system is still limited by shot

noise, which is associated with the aggregate light being detected.  This new proposed

optical CDMA system resembles radio CDMA systems most closely.  We believe it has

the highest throughput of any of the known optical CDMA schemes.
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Chapter 5 Demultiplexing TDM, WDM and CDM Signals

5.1 Introduction

In the last chapter, we have seen, as expectedly, that N independent multi-

wavelength codes can be generated given N wavelengths.  One of the interesting features

of the encoder presented in the last chapter is that only log2N switches are required in

order to generate any one of the N orthogonal codes.  So to demultiplex one channel out

of 1000 wavelengths, a demultiplexer complexity of log21000=10 is required.  This

logarithmic scaling complexity is very favorable in a system with a large number of

users.

In this chapter, we will review and compare the demultiplexing complexity of

TDM, WDM and CDM systems and we will show that in all three systems, logarithmic

demultiplexing complexity is theoretically achievable with proper designs of the

demultiplexer.

A broadcast and select architecture is generally assumed in this chapter unless

otherwise specified.  Each node broadcasts its signal to every other node through a star

coupler and the receiver tunes itself to the appropriate node in a way similar to

commercial radio broadcasting.

In general, given a set of N transmitters, a receiver can divide the channels into

two groups of N/2 transmitters first, and select the group of channels, which contains the

desired channel.  This process can be repeated until the right channel is selected.  The

process is similar to searching a number from an alphabetically sorted telephone
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directory.  This principle is called method of bisection and is used in many searching

algorithms.  The number of steps required in finding any one channel out of N channels is

log2N.

5.2 Demultiplexing TDM Signals

In a TDM system, data are transmitted in frames.  Each frame consists of time

slots assigned to different channels as shown in Fig. 5.1.  In order to correctly select the

time slot for each channel, global time synchronization is required.  Each time slot in a

TDM system can be a data packet in a packet interleaved TDM system, or it can consists

of one bit of information from each channel in a bit interleaved systems.  Usually, a flag

consisting of a particular bit pattern or a high intensity pulse is inserted at the beginning

of each frame to delimit the start of a frame and help the receiver to acquire

synchronization in case it loses synchronization.  High speed optical TDM (OTDM)

systems usually use bit interleaving.

... ...
Time

frame period T

synchronization
pulse

τ

0   1  2

N
-1

slot

0   1  2

Figure 5.1 A multi-channel TDM signal frame.

In a multi-gigabit OTDM system [52], demultiplexing is achieved by using

optical delay lines and fast optical gating to extract the correct time slot.  The fast optical
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gate opens for a slot duration τ for every frame period T.  The length of the optical delay

lines determines which channel is extracted.  The frame synchronization signal also

functions as the clock signal in an OTDM system.  Suppose each frame consists of N

slots of duration τ (where N=2L is a power of 2).  To demultiplex channel n (0<n<N-1)

from the TDM frame, a delay of (N-1-m) is required.  Therefore, in order to demultiplex

any channel, a tunable delay line, which can generate any delay between 0 and (N-1)τ is

required.  This can be achieved by using a tunable delay line matrix consisting of

L=log2N switchable sections as shown in Fig. 5.2.  At delay stage 0<m<L, a delay of

either 0 or 2mτ is selected using 2×2 optical switches.  The states of the 2×2 optical

switches and the delay lines whose lengths are in powers of 2 thus represent a binary

number system.  By properly setting the states of 2×2 optical switches, all the N delays

between 0 and (N-1)τ can be generated using only log2N delay lines, giving a logarithmic

demultiplexing complexity.

clock
recovery

optical
gate

time

time

time
τ 2τ 4τ

Figure 5.2 Demultiplex TDM channels using log2N cascaded delay lines.

5.3 Demultiplexing WDM Signals

The channels in WDM systems use different wavelengths or frequency slot for

transmission.  It is also called frequency division multiplexing (FDM) in the radio
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domain.  Usually the name WDM is used when channels are fairly widely separated in

the spectral domain.  However, in order to explore the full capacity in an optical fiber,

channels are crowded more and more closely together.

WDM channels are demultiplexed using wavelength selective channel filters.

There are a few different ways of constructing wavelength selective filters.  The classical

wavelength selective filter is the Fabry-Perot (FP) filter [34, 43, 53-55], which is a cavity

structure consisting of two reflective surfaces.  Only the wavelength components

satisfying the resonant condition of the cavity will be transmitted from the input of the

cavity to the output.  Other wavelengths will be reflected.

The simplest WDM demultiplexer will consists of a tunable (FP) filter whose

cavity length can be varied to select different wavelength channels.  However, there are

certain technical challenges FP filters need to overcome.  In order to have good

selectivity, very high finesse FP filters are required.  Finesse is defined as the ratio of the

free spectral range to the full-width half maximum (FWHM) of the FP filter.  Tunable FP

filters are usually mechanical, which consists of movable reflector surfaces, or electro-

optic whose effective cavity lengths can be changed by changing the refractive index of

the cavity using the electro-optic effect.  Mechanically tunable filters have very good

tuning range and selectivity, but are usually very slow and not suitable for high speed

switching required in network applications.  Electro-optic tunable filters have very fast

tuning speed but suffer from small tuning range.  Nevertheless, the theoretical scaling

complexity for a tunable wavelength demultiplexer is one or O(1) using the big O

notation adopted in computer science.
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Figure 5.3 WDM demultiplexers using (a) cascaded micro-cavity filters, (b) ruled

grating with Stimax configuration and (c) integrated waveguide gratings.

WDM demultiplexing can also be achieved using cascaded thin-film interference

filters [Fig. 5.3(a)], a ruled grating in Stimax configuration [Fig. 5.3(b)] [56] or integrated

silicon waveguides using a Dragone configuration [Fig. 5.3(c)] [57].  In all these

structures, the multiplexed signal is demultiplexed into N individual wavelengths in the

spatial domain and the desired wavelength is selected using an array of N switches as

shown in Fig. 5.4 [58].  The complexity increases linearly as the number of wavelengths

N.  Since switches are active components, such a linear scaling is undesirable especially

in dense WDM (DWDM) systems where N is large.
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Figure 5.4 Channel selection (add/drop) using the WDM demultiplexers shown

in Fig. 5.3 has complexity N.

Optical filters are usually interferometric devices that have periodic frequency

response functions.  We can make use of the periodic property to achieve the logarithmic

demultiplexing complexity in a WDM system.  The way to do this is to have a series of

periodic rectangular shaped wavelength filters whose free spectral ranges (FSR) form a

geometric progression with a multiplication factor of 2.  The principle of such a

demultiplexer is introduced in Fig. 5.5.  Half of the spectral components are filtered out

when the input is passed through each successive filter stage.  The first stage filter has the

smallest FSR.  The next stage filter has twice the FSR of the previous stage.  So the

second stage filters out another half of the spectrum that is left from the output of the first

stage filter.  Most optical filters have two complementary spectral outputs.  By selecting

either one of the two complementary output of each filter stage, we can select and

discard, at our discretion, either half of the spectral component.  Therefore, to

demultiplex any wavelength out of N, only log2N filter stages are required.  Figure 5.5

shows the filter function of a three-stage cascaded eight-wavelength WDM

demultiplexer.  The two complementary outputs of each stage are selected using a 2×2
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optical switch to the next stage input.  These 2×2 switches can be made very fast using

electro-optic switches to build a fast tunable optical demultiplexer.  Appendix E gives a

proposed waveguide structure to realize the rectangular shaped wavelength filters using a

one-dimensional photonic crystal [59-60] arrangement.
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Figure 5.5 WDM channels are demultiplexed with a logarithmic number of

switches (a) input multi-wavelength signal, (b) transmission function of each stage,

(c) schematic diagram of the demultiplexer.

It should be noted that there are some functional differences between the

complexity N WDM demultiplexer in Fig. 5.4 and the logarithmic demultiplexer shown

in Fig. 5.5.  The design in Fig. 5.4 is basically a wavelength router.  It plucks out the
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desired wavelength channel(s) and bypasses the unwanted channels.  This function is not

available in the logarithmic demultiplexer that is assumed to be used in a broadcast and

select environment.  The logarithmic filter that we propose here simply selects the desired

wavelength channel and discards all the unwanted channels.  A wavelength router is

useful in point to point links and in wide area networks (WAN) [61] for traffic add/drop.

It is particularly useful in a WDM ring network where each node only extracts traffic

from the particular wavelength of its own interest, without disturbing the traffic for other

nodes which uses different wavelengths.  However, in a network with a large number of

wavelengths, linear scaling would be very costly.

From a practical viewpoint, each add/drop multiplexer adds insertion loss to the

signal.  Suppose 1dB loss occurs at each add/drop multiplexer, for a ring network with

100 nodes, the worst insertion loss would be 100dB.  However, splitting loss in an ideal

star coupler with 100 fan out is only 10×log10100 = 20dB.  There is still a lot room in

terms of power budget for other component insertion losses before the total loss reaches

100dB.  Most WAN networks use the ring structure.  In a WAN environment, usually,

the number of nodes in a ring is moderate and the transmission loss is important in the

power budget.  The wavelength add/drop multiplexer is therefore a very useful device.

However, in an optical LAN environment, the number of nodes could easily be a few

hundred.  Transmission loss is usually not very important in a LAN, considering the

limited span.  As we have seen, the cascaded insertion loss from add/drop multiplexers in

a ring structure can easily overwhelm the splitting loss in a broadcast and select structure.

In this case, a broadcast and select structure may be the best in terms of power budget and
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the ease of maintenance.  In this case, our proposed logarithmic demultiplexer could be

very useful.

5.4 Demultiplexing CDM Channels

As we have seen in the last chapter, for demultiplexing an N-wavelength CDMA

channel, a decoder with log2N complexity can be built, requiring only logarithmic

demultiplexing complexity, as in TDM and WDM systems.

Here, we would like to give another example of generating CDMA codes with

logarithmic demultiplexing complexity, using the rectangular shaped WDM filter as

described in Appendix E.  The code that we would like to discuss in this section is the

Hadamard code, which is discussed in Appendix A.

All N codes (rows) in the N×N Hadamard matrix [35] Hn can be generated

iteratively in the following way, using an 8-bit code example.  Starting with an N-bit

vector of all 1s, i.e. (1 1 1 1 1 1 1 1) which is also the first code, a second code is

obtained by bit-wise multiplication of the original code by an N-bit mask of alternating

1’s and –1’s and a period of two bits, i.e. (1 -1 1 -1 1 -1 1 -1).  This generates the second

code (1 -1 1 -1 1 -1 1 -1).  Each of the existing codes (1 1 1 1 1 1 1 1) and

(1 -1 1 -1 1 -1 1 -1) is then bit-wise multiplied by another mask similar to the previous

one but with twice the period, i.e. (1 1 -1 -1 1 1 -1 -1).  This generates two more codes

(1 1 -1 -1 1 1 -1 -1) and (1 -1 -1 1 1 -1 -1 1).  The process is continued and the period of

each new mask is twice that of the previous mask until the mask period becomes N, i.e

(1 1 1 1 -1 -1 -1 -1).  Each new mask doubles the number of codes obtained by bit-wise

multiplying itself with all the previously generated codes to form new codes.  It can be



87

easily shown by induction that with this process, all the N codes (rows) in an N×N

Hadamard matrix Hn described in (1) can be generated with n = log2N steps.

The N elements in an N-bit Hadamard Code can be represented using N

wavelengths λ1, λ2, … , λN which can be generated by a multi-wavelength laser diode

module [36] or a mode-locked laser source [48].  In Chapter 3, we used an arrangement

similar to the WDM add/drop filter in Fig. 5.4 to generate Hadamard codes in the 4-

wavelength experiment.  The encoder and decoder have pretty complicated structures.

Here, we give an implementation example of multi-wavelength Hadamard codes using a

two-port complementary intensity transfer function of an N-wavelength spectrum.  As in

Chapter 3, if the mth bit (1 ≤ m ≤ N) of the Hadamard code is a 1, then λm is sent to the

first output port.  If the mth bit is a –1, then λm is sent to the complementary (second)

output port.  The 1s and –1s in a Hadamard code can be regarded as the bipolar difference

signal of each wavelength from the two output ports.

λ

intensity

identical
rectangular filtersinput spectrum

λ

intensity

λ

intensity

λ

intensity

add spectrum

drop spectrum transmit spectrum

Figure 5.6 A multi-wavelength signal add/drop multiplexer using a Mach-

Zehnder interferometer and rectangular shaped wavelength filters (see

Appendix E).
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The Mach-Zehnder interferometer arrangement shown in Fig. 5.6 (also see

Appendix E) has been used with fiber gratings as optical add-drop multiplexer (ADM)

for wavelength division multiplexing (WDM) [49].  The transmitted spectrum of the

identical filters incorporated in the balanced MZI is passed to an output port of the MZI

on the opposite side of the input signal.  The reflected signal is dropped at the output port

on the same side as the input signal.  Different signals at the same wavelengths as the

dropped signal can be added to the transmitted signal from the second port opposite to the

input port because of filter symmetry.  A mask in the last paragraph is represented by an

MZI-ADM with the appropriate FSR.  ADM’s with progressively bigger FSR are

cascaded as in Fig. 5.7.  The period of each following stage is twice that of the current

stage.  Each stage is set as masked (state 1) or non-masked (state 0) by a number of

switches as shown in Fig. 5.7.  By properly setting the state combinations of all the n

stages, all N = 2n Hadamard codes can be produced at the output of the last stage.  The

codes can be programmed by programming the switches in the encoder.
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Figure 5.7 Generating multi-wavelength complementary intensity encoded

Hadamard codes using multi-wavelength add/drop demultiplexers.
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A second representation of Hadamard codes makes use of the phase relationships

among different codes.  1’s and –1’s can be represented by 0 and π phase shifts.  A

structure to realize the phase representation is shown in Fig. 5.8.  The input N-wavelength

signal is arranged in a way such that as it bounces back and forth between the series of

mirrors, it passes though a series of filters with progressively increasing FSR.  Half of the

frequency components will pass through each filter before being combined with the

reflected signal from that filter.  A phase shifter, which can impose a 0 or π phase shift to

the signal that goes back and forth through a filter, is placed on the opposite side of that

filter.  Zero phase shift corresponds to the case of no mask and π phase shift corresponds

to a phase shift.  By properly setting the phase shifts at various stages, it can be easily

shown that all the N Hadamard codes can be represented by the extra phase shifts

(modulo 2π) introduced at various wavelengths.  The codes produced can be directly

applied to coherent phase encoded optical CDMA systems [26, 62].

Thus, we have proposed two optical approaches to generate Hadamard codes in

both the intensity and phase representations.  The proposed approaches make use of

multi-wavelength arrangement to achieve parallel signal processing.  The complexity of

both schemes grows as log2N for an N bit Hadamard code generation. These approaches

could be applied to optical code division multiple access system.
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Figure 5.8 Generating multi-wavelength phase encoded Hadamard codes.

5.5 Conclusion

In this chapter, we have discussed the general scaling complexity for

demultiplexing signals in TDM, WDM and CDM systems.  It is interesting that in all

three multiplex access systems, logarithmic demultiplexing complexity can be achieved

theoretically.  For the WDM system, the simplest demultiplexer is a tunable wavelength

filter, which has a complexity of 1 and independent of the number of wavelengths.

However, there are still technical challenges that limit its use.  We also compared

wavelength add/dropped WDM systems, which use wavelength routers, with broadcast
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and select WDM systems.  A novel WDM demultiplexer with logarithmic complexity has

been proposed.  The rectangular shaped wavelength filter required in this structure is

described in Appendix E.

We describe two additional encoder structures with logarithmic complexity that

can be used to generate the Hadamard codes for CDMA systems.  The encoders proposed

here require the new periodic rectangular filter of Appendix E.
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Chapter 6 Conclusion

In this project, we first reviewed the previous work on fiber optic CDMA

systems.  There used to be a notion that the abundance of bandwidth available in optical

fiber would never be fully utilized because of the electronic bottleneck.  It was therefore,

conceived that if part of the processing, such as channel multiplexing can be done in the

optical domain by taking the advantage of the “redundant” bandwidth in optical fibers,

then one could improve the throughput of a network.  Based on this assumption, Hui [13]

and Prucnal [14] proposed the delay line network encoded optical CDMA systems to

asynchronously multiplex signals optically.

One of the considerations in designing optical CDMA systems is coding.  Direct

detection of the optical signal intensity has been established as the most practical in

optical communications.  Intensity encoding has been used in the delay line encoded

systems.  Since intensity is a positive signal, it is difficult to maintain orthogonality in

those systems.  It turns out that the penalty due to non-orthogonality is very large.  Even

though tremendous efforts have been invested in designing the codes, the bandwidth

efficiency and the BER of delay line encoded CDMA systems are still very poor.

The growth of the Internet usage and the proliferation of numerous new network

applications in the past five years has revolutionized the field of optical communications.

Every Hertz available in optical fibers is now valuable for carrying network traffic and
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terabit network demonstrations have been successful.  The prevailing trend for optical

communication is dense WDM technology.

Nonetheless, numerous proposals [13-33] for optical CDMA systems have

attempted to apply the spread spectrum technique in optical fiber.  Unfortunately, they all

suffer from difficulties which prevent them from being successful.  In order for optical

CDMA systems to achieve high throughput and high bandwidth efficiency, it is important

to maintain code orthogonality.  This demands coherent detection, which detects the

electric field, or differential intensity detection to obtain negative quantities.

In this project, we studied spectrally encoded optical CDMA systems.  Both

spectral intensity encoded and spectral phase encoded optical CDMA systems have been

studied.  Unlike time domain encoded CDMA systems, encoding is carried out in the

frequency domain in these systems.  We managed to achieve full orthogonality in both

the systems we have studied.  Balanced detectors, which compute the difference between

two positive quantities, are used to obtain the required negative quantities to achieve full

orthogonality.

Despite the fact that the spectral intensity encoded system is fully non-coherent, it

is able to achieve full orthogonality.  However, due to phase variation and bandwidth

sharing, this type of systems suffers from beating noise, or the speckle noise as we call it.

Since speckle noise is proportional to the signal power, increasing the signal power will

not improve the signal to noise ratio when the system is speckle noise dominated, as

happens in many optical CDMA systems.  The result of speckle noise is a severe

limitation in the total achievable throughput.  The balanced receiver used in the spectral
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intensity encoded system is only balanced in an average sense integrated over the two

complementary spectra.  There is no common mode cancellation, leaving it susceptible to

speckle.

In order to avoid the speckle noise, we devised a spectral phase encoded optical

CDMA system using mode locked laser sources.  To achieve orthogonality, time

synchronization is required.  Balanced detection and orthogonality eliminates speckle

noise.  In order to avoid having an optical local oscillator, the carrier is transmitted

together with the side bands to the receiver, as an externally supplied local oscillator.

Synchronization of the optical phases is unnecessary.  The only synchronization

requirement is to the precision of the mode-locked pulse widths, as required in optical

TDMA systems.  The balanced receiver in this set-up functions as a balanced mixer.  The

two photodetectors are balanced wavelength-by-wavelength, and common mode rejection

is achieved across the full spectrum.  Although this system is able to avoid speckle noise,

it is limited by cumulative shot noise which is unavoidable in any optical CDMA system,

due to the fact the receiver has to detect the optical signal power from all the users.  Since

shot noise is proportional to only the square root of the signal power, the performance can

be improved by increasing the signal power.

In Chapter 5, we showed that in a broadcast and select network, logarithmic

demultiplexing is theoretically possible for all three multiple access schemes, TDM,

WDM and CDM.  However, in a WDM system, using a tunable wavelength filter, one

can achieve a scaling complexity of one.  In reality, a tunable wavelength filter with the

required finesse and high tuning speed cannot be made.  Most of the existing WDM
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systems today use wavelength routers, which have linear scaling complexity with respect

to the number of wavelengths.

So from the scaling complexity point of view, all three multiple access systems

are theoretically similar.  Whether one system will become popular depends on the

manufacturing difficulty and the cost associated with its demultiplexing components.  We

proposed some possible CDMA encoder and decoder structures with logarithmic scaling

complexity in Chapters 4 and 5.  In Appendix E, a rectangular shaped wavelength filter

will also be presented.  Most of these ideas have yet to be built and tested.  Nevertheless,

they present a theoretical foundation for the possibilities of logarithmic demultiplexing.

In view of transmission in optical fiber, TDM signals are the most limited by

dispersion, since each TDM signal pulse occupies a very narrow time slot in the time

domain and a large bandwidth in the frequency domain.  Therefore, TDM networks are

very limited in physical extent.  For the same total throughput, WDM signals are least

affected by dispersion because each WDM pulse occupies the full TDM frame duration

but only a narrow band in the frequency domain.  The channels in a CDM system occupy

both a wide band as TDM signals and long pulse duration as WDM signals.  It turns out

that the dispersion limited propagation distance of CDM systems is the geometric mean

of that of TDM and WDM [63].

We have also seen in the previous chapters that all CDMA systems are eventually

limited by cumulative shot noise.  This is due to the fact that a receiver in a CDMA

system detects the power from all other channels.  Provided there is a way to spatially

separate the signals belonging to different codes and to receive the desired channel only,
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then it would be possible to avoid cumulative shot noise.  This would require a code

add/drop multiplexer.  Since we started this project three years ago, we have been looking

for a code add/drop multiplexer for CDMA systems.  But we do not have such a design

and we do not think there exists such a passive code demultiplexer.  Code orthogonality

requires time synchronization, which cannot be detected by a passive filtering device. On

the contrary, in WDM systems, each channel can be filtered from the other channels.

Therefore, cumulative shot noise does not happen in WDM systems.  Similar arguments

favor TDM systems over CDMA systems.

Another consequence of the lack of add/drop multiplexers in CDMA systems is

that the physical network architecture is limited to broadcast and select.  As a result of the

second law of thermodynamics, it is impossible to combine signals of the same frequency

from two sources into one fiber without suffering loss, since it requires the concentration

of energy.  On the contrary, it is natural to add/drop WDM channels and examples have

been given in Chapter 5.  Thus CDMA systems suffer unduly from shot noise, and are

disadvantaged by the unavailability of code add/drop multiplexing.

Comparing optical CDMA with radio CDMA, while electrical field detection is

widely used in radio communication systems, intensity detection is more practical in

optical communication systems.  Shot noise is important in optical communication

because of the short wavelength, but it is negligible at radio frequencies.  Each photon in

the signal stream is converted into individual electron-hole pairs through the

photoelectric effect.  The granularity of photons is reflected as shot noise in the signal
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output.  In radio communications, however, the wavelength is much longer and the

particle nature of electromagnetic (EM) waves is not important.

Security is an advantage associated with CDMA systems.  In fact, spread

spectrum communication systems were originally invented for military use.  Because of

coding, CDMA signals are inherently more difficult to demodulate.  The encoding at the

physical layer maybe useful for systems which need security but cannot afford the

encryption delays, such as voice and motion picture transmission.  Of course, various

levels of security can be built into a system.  A combination of physical layer encoding

such as CDMA combining with other security techniques can render a system extremely

secure to heckers and eavesdroppers.  This maybe the biggest advantage of optical

CDMA systems and should be a major direction for future optical CDMA research.

To obtain ultimate network throughput, WDM technology has been firmly

established as a natural way of multiplexing channels on optical fibers to obtain high

throughput and achieve low dispersion.  CDMA will not compete with WDM for the

ultimate capacity in this author’s opinion.  If one can find a very low cost implementation

of the CDMA encoders and decoders, there might be a chance that this technology could

be useful as an option for fiber in the loop (FITL) or low cost optical LAN setups.
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Appendix A Hadamard Codes

Hadamard codes have many uses in digital signal processing [35] and code-

division-multiple-access (CDMA) communication systems [28-29,62].  An N-element

Hadamard code is a row from an N×N orthogonal Hadamard matrix, which has (1, −1)

valued binary entries.  The N×N Hadamard matrix Hn where N = 2n is generated by the
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All N codes (rows) in the N×N Hadamard matrix Hn can be generated iteratively

in the following way, using an 8-bit code example.  Starting with an N-bit vector of

all 1’s, i.e. (1 1 1 1 1 1 1 1) which is also the first code, a second code is obtained by bit-

wise multiplication of the original code with an N-bit mask of alternating 1’s and –1’s

and a period of two bits, i.e. (1 -1 1 -1 1 -1 1 -1).  This generates the second code

(1 -1 1 -1 1 -1 1 -1).  Each of the existing codes (1 1 1 1 1 1 1 1) and (1 -1 1 -1 1 -1 1 -1)

is then bit-wise multiplied with another mask similar to the previous one but with twice

the period, i.e. (1 1 -1 -1 1 1 -1 -1).  This generates two more codes (1 1 -1 -1 1 1 -1 -1)

and (1 -1 -1 1 1 -1 -1 1).  The process is continued and the period of each new mask is

twice that of the previous mask until the mask period becomes N, i.e (1 1 1 1 -1 -1 -1 -1).

Each new mask doubles the number of codes obtained by bit-wise multiplying itself with

all the previously generated codes to form new codes.  It can be easily shown by
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induction that with this process, all the N codes (rows) in an N×N Hadamard matrix Hn

described in (A.1) can be generated in n = log2N steps.

It is well known that an (N × N) Hadamard matrix of 1’s and -1’s has the property

that any row differs from any other row in exactly N/2 positions.  All rows except one

contains N/2 (–1)’s and N/2 (1)’s.  As an example, for N = 4
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In Chapter 3, we can regard each of the two complementary filters mask as a

unipolar (1, 0) sequence in the wavelength domain.  This (1, 0) sequence is obtained from

a bipolar (1, -1) sequence by replacing each –1 with 0.  So a unipolar Hadamard code

X = (x1, x2, …, xN), representing a direct spectrum, is obtained by transforming the

bipolar code Y = (y1, y2, … yN) using the operation xi = (1 + yi)/2.  The complementary

spectrum is represented by ),,,(X 21 Nxxx Κ= , where 2/)1(1 iii yxx −=−= .

Let U be another unipolar Hadamard code obtained from the bipolar code V,

which is orthogonal to Y.  The balanced receiver output from code U, due to the direct

spectrum X is given by:
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The first term sums up to zero from the fact that half of the entries in a Hadamard

code (except for the first row in a Hadamard matrix) are –1’s and the other half 1’s.  The

second term is zero due to the orthogonality of Hadamard codes.

In fact one can also show that:

0YXYX =Θ−Θ=Z (A.4)

Equations (A.3) and (A.4) together proves the orthogonality of complementary spectral

intensity encoding using Hadamard codes.

In the following paragraphs, we show that orthogonal differential unipolar codes

can be obtained from transformation of any orthogonal bipolar codes.  Basically, any

number can be represented as a combination of real, unipolar components.  One can

represent a bipolar sequence (Y) = (y0, y1, …, yN-1) by its unipolar version

(Yu) = (yu
0, y
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Therefore, the condition Z k k
X Y X Y

u u u u= − =Θ Θ( ) ( ) 0  is equivalent to
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which is the usual bipolar cross-correlation function.  Therefore, all orthogonal

( 0=Θ XY ) bipolar (-1, 1) codes can be transformed into a unipolar code suitable for

complementary spectral intensity encoded optical CDMA systems.  For a unipolar

sequence of length of 2N, only N subscribers however, can be accommodated.  That is,

twice as many frequency slots need to be used.
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Appendix B Procedure for Calibrating the Cascaded Mach-

Zehnder Encoder

In order for the transmitter and receiver to behave properly, the cascaded Mach-

Zehnder (MZ) encoders used in the experiment described in Chapter 3 need to be as

identical as possible.  However, due to manufacturing errors, the two devices cannot be

identical and they need to be calibrated.  The manufacturer guarantees that the accuracy

in all the path lengths of the MZ to within ±0.5µm absolute error due to lithography

mismatches.  Therefore, the absolute error in each device is less than one third of the

center wavelength of operation, which is about 1.5µm.  What we need to do is to apply a

bias to each stage to align the encoder at the transmitter and the decoder at the receiver.

The calibration process involves finding these biasing points and obtaining the thermal

power (and hence the voltage) required for a π phase shift at each stage.

Both MZ encoders are pigtailed with polarization maintaining single mode fibers.

The output from a narrow line width laser source is launched along the fast-axis of the

pigtail.  The response function from a single isolated MZI is a sinusoid in the frequency

domain.  The extinction ratio between the peak and valley of the sinusoid is dependent

upon the coupling ratios of the splitters used in an MZI.  If the couplers are exactly 3-dB,

the peak and valley correspond to full transmission and no transmission.  The 3-dB

coupling ratio is a good approximation in our case.
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Suppose the first stage MZ is biased at a point such that all the power at the

wavelength of the laser diode enters either one of the two arms of the second stage MZ.

No matter what phase shift is introduced at the second stage MZ, there would then be no

change to the output due to the change in the phase shift of the second stage, since only

one arm has light and interference is impossible.  So we measure the output power of the

last stage of the encoder and while changing the bias at both stage 1 and stage 2.  For

each bias voltage of stage 1, the stage 2 bias is changed continuously and the variation of

the output power is measured.  We look for the minimum power variation due to stage 2

bias change.  This corresponds to stage 1 setting that results in all of the power going into

either one of the two arms of the next stage MZI.  We call this bias the π point.  A second

π point is also found by increasing stage one bias.  From the difference between the two

adjacent π points, we can find out the input power requirement at the first stage thermal

phase shifter for a π phase shift.

Once stage 1 is calibrated, it is then biased at the π-point.  With the stage 1 bias

set at the π-point, we can then obtain the π points of stage 3 in the same manner.  By the

same token, the π points of the fifth and seventh stages can be found recursively in this

way.

To obtain the calibration of the even stages, we set the stage 1 bias to the middle

of two π points so that 50% of the input power goes into each arm of the second MZ

stage.  The bias of the second stage is varied gradually.  For each value of the second

stage bias, the third stage bias is varied and the output power variation is measured.

Again, we look for second stage biases (π points) such that the output power variation is
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minimized when the third stage bias is changed.  Similarly, we extend the principle to

find the π points of all the even stages.

Once the π points are found, all the decoders and encoders at the transmitters and

receivers are biased at the π points.  The bias ensures that the mismatches due to

manufacturing are all corrected for and the encoder and decoder are aligned.  Various

codes can then be generated by introducing 0 or π/2 extra phase shifts at various stages.
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Appendix C Number of Modes in Multi-mode Fibers

The number of modes in a multi-mode optical fiber can be evaluated using the

density of states.  It can be proven [64] that the number of guided modes Mg in a graded

index fiber is given by:

∆
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where k=2π/λ, a is the core radius, ∆ is the relative refractive index contrast of the fiber

defined using the core and cladding refractive indices n1 and n2 as ∆=(n1
2-n2

2)/2n1
2.  For a

parabolic refractive index profile, α = 2 and for a step index profile α = ∞.  The

numerical aperture (NA) of a fiber is defined as:
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Substituting the parameters for a commercial graded index multi-mode fiber with

a = 62.5µm, NA = 0.275 and α = 2, we obtain Mg = 324.
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Appendix D Throughput Calculation for Non-coherent

Complementary Spectrally Encoded CDMA

To obtain a certain BER, the minimum SNR requirement is evaluated from

Equation (3.25).  We also have:
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The symbols are defined in Chapter 3.  The received power Prec is equal to Pt /K in

an ideal system.  Fig. 3.14a and Fig. 3.14b are obtained by solving (D.2) for Bd and

plotting KBd against K (assuming m = 1 for polarized light).

Most of the time, the system is interference limited.  So we can ignore thermal

noise by dropping the first term in Equation (D.2) and obtain:
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The first term on the left-hand side represents the shot noise and the second term

represents the speckle noise.  If the system is shot noise limited, we have:
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If the system is speckle noise limited, we have
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which is independent of the optical power.
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Appendix E A Rectangular Shaped Wavelength Filter for

WDM Demultiplexing

Optical fibers have 25THz available bandwidth in each of the three low loss

operation windows [34].  In order to fully utilize the available bandwidth in fiber

channels, and at the same time overcome the difficulties of ultra-fast electronics and fiber

dispersion problems, dense wavelength division multiplexed (DWDM) systems time-

shared among a large number of access nodes might be the solution for future high-

bandwidth tera-bit multi-media and packet switched optical networks.

The ability to select an arbitrary wavelength in a DWDM network in a fraction of

the packet duration is essential in realizing high-speed packet switched networks [65].

As described in Chapter 5, the wavelength router approach requires linear scaling

complexity for the number of switches employed.  Since switches are active components,

such a linear scaling is undesirable in a DWDM system with N wavelengths where N is

large.

In Chapter 5, we described the principle of a wavelength demultiplexer using the

bisection method to achieve log2N scaling complexity for N wavelengths.  A rectangular

shaped wavelength filter is required in the demultiplexer described.  The same filter has

also been assumed in the Hadamard encoders in Chapter 5.  In this appendix, we propose

a photonic crystal waveguide structure to achieve the rectangular shaped filter function.
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We present the simulation results and suggest a few possible settings in which the

proposed waveguide can be incorporated for switching purposes.

I. Photonic Crystal Filter Design

A. Simple 1-D Photonic Crystal

To produce repeated pass bands and stop bands in the frequency domain, a one-

dimension photonic crystal structure is used [59].  A simple 1-D photonic crystal consists

of alternate layers of dielectric materials with refractive indices n1 and n2 (Figure E.1).  It

is well-known that such periodic structures will produce periodic stop bands and pass

bands in the frequency domain [59,66].  The number of alternate layers used in the

structure determines the transition sharpness of the band edges.  The more layers used,

the faster is the roll-off at the band edge.

n1 <<  n2 x2x1

Figure E.1 A simple photonic crystal consists of alternate layers of dielectric

materials.  To produce equal width pass band and stop band, this system requires a

refractive index contrast of 5.83.

The period of the structure (n1x1 + n2x2) determines the repetition frequency ∆f of

the band structure and is given by xi = c/(2ni∆f) where c is the speed of light in vacuum.

The center frequencies ω = 2πf = ωm of the forbidden bands occur at [66]:
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where ki = (ω/c)ni .  The bandgap ∆ωgap and the first band center ω0 is related by [66]:
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The key to logarithmic scaling is that the stopband and passband have equal bandwidth.

This condition is satisfied when ∆ωgap = ω0.  Substituting into Equation (E.2), we obtain

n2/n1 = 5.83.  This actually corresponds to a 50% power reflection at each dielectric

interface.  However, such a high refractive index contrast is impractical for real physical

systems.

B. Photonic Crystals with Effective Bragg Mirrors as Reflectors

n2 n2 n2 n2

n1≈ n2 λ0/4n1λ0/4n2

y

Figure E.2 The top view of a periodic rectangular shaped frequency filter

consisting of effective Bragg Mirrors separated apart by distances y determined by

the required free spectral range.  The difference between the refractive indices n1

and n2 is 8.5%.
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As we have seen before, equal width transmission band and forbidden band are

obtained with periodic 50% power reflectors separated by distances determined by the

filter periodicity in the frequency domain.

Since it is difficult to achieve the high reflectivity required with a single reflecting

surface, as proved in the last section, we propose to use Bragg mirrors consisting of

layers of quarter-wave dielectric materials as the reflectors in our rectangular shaped

frequency filter.  Figure E.2 shows the top view of such an arrangement.  The refractive

index and the number of layers in a Bragg mirror are chosen such that each effective

mirror has a reflectivity of about 50% in the optical frequency range of interest.  The best

Erbium doped fiber amplifier (EDFA) in today’s technology covers a 80nm bandwidth

around the 1.55µm communication wavelength [67].  This is approximately a 5%

window around the 1.55µm center wavelength.  In order for the mirror to be effective

over such a wavelength window, the number of layers has to be limited to achieve a low

Q.  On the other hand, it is easier to achieve 50% reflectivity at the center wavelength

with lower refractive index contrast when more layers are used.

In our design, we used a refractive index contrast of (n2-n1)/n1 = 8.5% and eleven

periods of quarter-wavelength layers.  The transmission and reflection of such a periodic

Bragg mirror are calculated using the transfer matrix method [66] and are plotted in

Fig E.3.  The input optical signal has a normal incidence on the mirror.  The reflectivity is

about 50% in the frequency range of interest.
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Figure E.3 The simulated transmission and reflection of the effective Bragg

mirror used in the Fig. E.2.  11 periods of quarter-wave stacks are used in the

simulation and the result obtained corresponds to a 40nm wide region around the

1.55µµm center wavelength.

Arranging these 50% effective mirrors in series as in Fig. E.2 forms our

rectangular shaped frequency transfer filter.  Again, the number of mirrors used

determines the sharpness of the band edge.  The separation between the mirrors is given

by:

fn

c
y

∆
=

22
(E.3)

where ∆f is the desired periodicity in the frequency domain.
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Figure E.4 The simulated transmission and reflection of the filter in Fig. E.2 over

a 40nm wide region around the 1.55µµm center wavelength.  19 effective Bragg

mirrors are separated by distances, which will produce four periods in the

simulated frequency range.  The fringes in the pass bands are due to the reflections

at the two end mirrors.

By using 19 mirrors, calculated with the transfer matrix method, we obtained the

transmission and reflection spectra shown in Fig. E.4.  The filter response is simulated

over a 40nm region around the 1.55µm center wavelength.  Four frequency band periods

are included in this simulation.  Again, we assumed normal incidence of the input optical

signal to the filter.  The pass band and stop band have equal bandwidth and the stop band

has almost complete attenuation of the input signal.  Therefore, we can achieve the same
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stop-band width that we would get with a large index contrast, by using a moderate ∆n, in

discrete groups of many layers.

C. Apodization of Bragg Mirrors

It is seen in the above design that the filter response in the pass band is far from desired.

The fringes in the pass band correspond to the reflections at the two end mirrors which

have abrupt termination to the surroundings.  In order to “smooth” out the pass band, we

apodized the mirrors so that the reflectivity gradually decreases as we move from the

center mirror towards the two end mirrors.  This is done by decreasing the number of

periods used in the Bragg mirrors using a Gaussian function rounded to the nearest

integer according to the following formula:
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where Mi is the number of layers used in the ith mirror and α determines the width of the

Gaussian function.  The total number of mirrors K is assumed to be an odd number for

simplicity.  We used K = 19, M(K+1)/2=11 and α = 6 in one of our designs.  Using this

design, the outermost mirrors will only have one layer.  The simulation result is plotted in

Fig. E.5.  It can be seen that the pass-band ripple is very small.
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Figure E.5 The simulated transmission and reflection of a Gaussian apodized

filter.  The pass band ripples are suppressed by the apodization.

D. Physical Implementation of Rectangular Shaped Frequency Filters

Fig E.6 shows the perspective view of a possible physical implementation of the

apodized rectangular shaped filter on a ridged waveguide [68-71] made out of common

semiconductor materials.  The low index of refraction dielectric could be formed, for

example, by etching grooves on the ridged waveguide.  Each groove is a quarter

wavelength (λ0/4n1) thick and the separation between adjacent grooves in a Bragg

reflector is also a quarter wavelength (λ0/4n2) where λ0 is the center wavelength of the

frequency band covered.  Taking Si (n = n2 = 3.44) as the waveguide substrate, each
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quarter-wave layer is about 0.11µm.  The distance between two adjacent Bragg reflector

is chosen as y = c/(2n2∆f) in the simulation.  This distance determines the free spectral

range (FSR) of the filter.  In our simulated design, the frequency domain period is ∆f =

1.25THz (~10nm) which corresponds to a mirror separation of 34.9 µm.  Using the data

that we have collected, the total length of the filter example in this design is about

654µm.  For the coarse stage, a larger number of mirrors need to be used to get sharper

edges.  But the separation between the mirrors will decrease quickly as the frequency

periodicity increases.  Compared to the fiber grating technology, the overall size of the

proposed structure is very small and has the potential for integrated photonic

implementations.

Figure E.6 The perspective view of an apodized periodic rectangular shaped

frequency filter in a ridged waveguide structure.  The Bragg reflectors with

apodized reflectivity are formed by etching grooves in the ridged waveguide.  This

figure shows the number of layers in each Bragg reflector as prescribed by

Equation (E.4) and as used in the numerical simulation.
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II. Wavelength Switching Using Logarithmic Filter Chains

In this section, we discuss how to connect the rectangular shaped periodic filters

to achieve logarithmic scaling complexities for WDM applications.

λ

intensity

F1(λ) F2(λ)

F1(λ) F2(λ)
λ

intensity

transmitted spectrum

λ

intensity

λ

intensity

λ

intensity

λ

intensity

input spectrum

F1(λ) F2(λ)×

log2N stages

Figure E.7 Wavelength selection using 2××2 optical switches and cascaded

complementary periodic rectangular shaped spectral filter pairs.

The first and most straightforward way is to connect pairs of complementary

transmission filters with 2×2 switches in series as shown in Fig. E.7.  As the frequency

period ∆f in the filter transfer function is small compared to the center frequency, a small

change in the periodicity would cause a slip of a half period in the frequency range of

interest without noticeable change in the period.  This results in a complementary filter

function in the frequency range of interest.  Figure E.8 shows an example of two filters

whose transfer functions are complementary.  Each filter has eight periods over a 40nm

wide bandwidth.  The mirror separation distances in the two filters are different from
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each other by about 1/300 which corresponds to about 0.2µm in length if implemented on

silicon.

Figure E.8 Simulated result for two filters (thick and thin lines) which are

slightly different in periodicity.  Over a 40nm wide region around the 1.55µµm center

wavelength, eight periods are included.  The two filters look “complementary” to

each other.

The second way to obtain the complementary spectral outputs is by using the

transmitted and reflected spectrum of the same rectangular shaped filter.  The direct

spectrum is obtained from the transmitted output.  The reflected complementary spectrum

can be separated from the input signal by using an optical circulator as shown in Fig. E.9.
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Figure E.9 Obtaining the direct and complementary spectral outputs from the

transmitted and reflected filter outputs using an optical circulator.
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Figure E.10 Obtaining the direct and complementary spectral outputs from a

Mach-Zehnder Interferometer (MZI).  Identical filters are incorporated in two

arms of equal length.  The direct and complementary outputs propagate in opposite

directions.

The third way to obtain the direct and complementary spectra can be achieved by

using a Mach-Zehnder configuration with identical filters incorporated in the two arms

(Fig. E.10).  The direct and complementary spectra will propagate in opposite directions.

This method has been used with fiber gratings for optical WDM add-drop [49].
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As pointed out earlier, to pluck out one out of N wavelengths, only log2N stages

and log2N switches are required.  Electrooptic 2×2 switches with giga-hertz switching

speeds are available commercially.  A fast WDM demultiplexer with log2N complexity

and the capability to filter out any one wavelength at nanosecond speed is therefore

possible.  Such devices should be good candidates for future dense WDM packet

switched optical networks, which will have more flexibility and make better sharing and

utilization of the enormous capacity provided by the optical fiber.
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