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Abstract 
 

Optical Antenna Enhanced Spontaneous Emission in Semiconductors 
 

by 
 

Kevin James Messer 
 

Doctor of Philosophy in Engineering – Electrical Engineering and Computer Sciences 
 

University of California, Berkeley 
 

Professor Eli Yablonovitch, Chair 
 
 
 

Optical antennas can be used to dramatically increase the rate that semiconductors 
spontaneously emit photons. While traditional LEDs are limited in bandwidth due to the 
"slow" rate of spontaneous emission, antenna-enhanced LEDs have the potential to be a 
fast, efficient, nanoscale light emitter. Traditionally, lasers have dominated LEDs as the 
emitter in optical interconnects due to a 200x speed advantage of stimulated emission 
over spontaneous emission. This paradigm may be reversed by coupling LEDs to optical 
antennas. In fact, antenna enhanced spontaneous emission can be faster than the fastest 
stimulated emission.  
  
Spontaneous emission originates from dipole fluctuations within the emitting material. 
The size of these fluctuations is much less than the wavelength of light emission, which 
leads to slow spontaneous emission. Coupling the material to an optical antenna corrects 
the size mismatch and improves the rate of radiation. An optical antenna circuit model is 
developed to predict the degree to which spontaneous emission can be enhanced. The 
circuit model presented in this dissertation shows that enhancement over 1000x is 
possible while still maintaining greater than 50% efficiency.  
 
The circuit model provides insight how to design optical antennas for coupling to dipole 
sources, for maximum enhancement, and for high efficiency. A method for incorporating 
the anomalous skin effect, often overlooked in metal optics, is provided. While 
FDTD/FEM simulations cannot include this effect due to its nonlocal nature, its impact 
can be examined through the use of the optical antenna circuit model. Analysis of the 
tradeoff between achieving large spontaneous emission enhancement and maintaining 
high efficiency leads to an ideal antenna feedgap size of 10nm.  
 
 Experimental demonstration of spontaneous emission enhancement from InP coupled to 
an arch-dipole antenna is presented. Photoluminescence measurements show light 
emission from antenna-coupled InP over bare InP ridges was enhanced by 120x. The 
results correspond to a 14x enhancement of spontaneous emission once absorption 
enhancement is taken into account. 
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To improve on the previous results, 2D materials from the family of transition metal 
dichalcogenides are used as the active material. In monolayer form, these materials are 
direct band gap semiconductors with very low rates of surface recombination. The cavity-
backed slot antenna is used to couple to the monolayer semiconductor. The resonant 
properties of the cavity-backed slot antenna are measured through dark-field scattering 
and used to match the antenna resonance to the wavelength of light emission. A WSe2 
monolayer is etched into ribbons and coupled to the hotspot of a silver cavity-backed slot 
antenna resulting in an observed spontaneous emission enhancement of 318x.  
 
Finally, an unetched MoS2 monolayer is coupled to an array of gold cavity-backed slot 
antennas in order to demonstrate both high enhancement and high quantum efficiency. 
Spatially resolved photoluminescence measurements show efficient emission only in the 
location of optical antennas. Areas of the MoS2 monolayer coupled to antennas show 7% 
quantum efficiency corresponding to a >250x increase in efficiency over bare MoS2 
monolayers. These results demonstrate the exciting potential for antenna-enhanced LEDs 
to be both fast and efficient light emitters.  
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1 Introduction 
 
Antennas are used to focus electromagnetic radiation to length scales much smaller than a 
wavelength. Operated in reverse, antenna can be used to efficiently transfer energy from 
a sub-wavelength structure into electromagnetic radiation. This holds true for all 
frequency regimes of the electromagnetic spectrum. We have all had experience with 
radio frequency antennas through cell phones, radios, and televisions, but the applications 
of optical antennas are only now beginning to be explored. Interestingly, the designs used 
for optical antennas are very similar to radio frequency antennas. This is a result of the 
linearity of Maxwell’s equations. A million-fold decrease in the wavelength results in an 
equivalent million-fold decrease in the antenna dimensions. However, a notable 
difference in the optical regime is the properties of the metals used to make the antennas. 
The effects of material properties on optical antennas will be discussed in Chapter 3 of 
this dissertation. 
 
Optical antennas have numerous potential applications due to their ability to enhance 
light-matter interactions at the nanoscale. Inefficient light emitters can get a boost in 
efficiency when coupled to an optical antenna resulting in stronger photoluminescence 
(PL). The vibrational structure of materials can be explored by using optical antennas for 
surface-enhanced Raman spectroscopy (SERS). Nonlinear effects can be enhanced by 
strengthening the local electric field in an optical antenna gap. The focusing nature of 
optical antennas can be utilized for nanoscale imaging. Optical antennas can be used to 
focus energy from a laser to heat nanoscale magnets for heat-assisted magnetic recording 
(HAMR) in the hard drive industry. 
 
 Incorporating a semiconductor in the feedgap of an optical antenna leads to even more 
potential applications. Acting as a receiver, there is potential for optical antenna enhanced 
photodetectors and photovoltaics. As an emitter, the potential for antenna-enhanced 
LEDs exists. This application, enhancing spontaneous emission in semiconductors using 
optical antennas, is the prime focus of this dissertation. 
 
The fundamental physics behind spontaneous emission and antenna-enhanced 
spontaneous emission will be discussed in Chapter 1. In Chapter 2, the potential for 
antenna-enhanced LEDs to compete with lasers as the emitter in optical interconnects 
will be presented. Chapter 3 develops a circuit model that describes the enhancement and 
efficiency attainable using optical antennas. This circuit model gives insight into proper 
optical antenna design and can incorporate effects not included in simulation tools. 
Chapter 4 provides analysis of optical antenna materials and some antenna designs. 
Experimental demonstration of spontaneous emission enhancement in InP is shown in 
Chapter 5. Finally, Chapter 6 contains experiments demonstrating spontaneous emission 
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enhancement in WSe2 and MoS2. Both high efficiency and large enhancement are 
observed by coupling the monolayer semiconductors to an optical antenna. 
 
 

1.1 Spontaneous Emission 
 
Spontaneous emission is the process by which an excited electron spontaneously loses 
energy to emit a photon. In semiconductors, this occurs when an electron in the 
conduction band recombines with a hole in the valence band to emit a photon of energy 
close to the semiconductor’s band gap. By connecting a supply of energized electrons to 
a semiconducting material, spontaneous emission can efficiently generate light as is done 
in LEDs. The goal of this section will be to explain what drives this light emission 
process and what determines the average time it takes to occur. 
 

 
 

Figure 1. Spontaneous emission of a photon from an excited electron-hole pair in a 
semiconductor. 

 
The seemingly simple process of spontaneous emission is actually a result of one of the 
most fundamental ideas in Quantum Mechanics, the Heisenberg Uncertainty principle.  
The principle states that there is always a minimum uncertainty in knowing the position 
and momentum of a particle. Equivalently, this means that the lowest energy state of a 
system will have non-zero energy. As is done in many textbooks, applying this principle 
to a quantum harmonic oscillator yields the zero point energy of half a photon, 
𝐸! = ℏ𝜔/2. Quantum field theory extends the idea of the harmonic oscillator to 
electromagnetic fields. Each electromagnetic mode of a system consists of a harmonic 
oscillator and will contain a minimum energy, 𝐸!. Understanding the time averaged 
energy density of an electromagnetic wave can be expressed as 𝐸/𝑉 = 𝜖!𝑛!ℰ! allows us 
to define the zero-point electric field as: 
 

 
where 𝜖! is the permittivity of free space, 𝑛 is the index of refraction, and 𝑉 is the volume 
of the electromagnetic mode.  
 

 ℰ!"# = ℏ𝜔/2𝜖!𝑛!𝑉 (1.1) 
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The zero-point electric field is present in every electromagnetic mode, including regions 
where energized electrons are present. The interaction of the zero-point field with the 
electron is a perturbation to the excited state of the electron. Fermi’s Golden Rule can be 
employed to describe transitions between states when such a perturbation is 
present[1],[2]. The transition rate, 𝑊!", from an initial state, i, to a final state, f, due to the 
perturbation, 𝐻!, can be expressed as: 
 

 
The perturbation, 𝐻′, for the interaction between the electron and photon in the dipole 
approximation is given by: 
 

where 𝒓 is the position vector of the electron of charge 𝑞, and 𝑬 is the electric field 
vector.  For spontaneous emission, the only field present will be the zero-point electric 
field given in (1.1). By recognizing the electric field will not change appreciably over a 
unit cell, we may reduce (1.3) to include the dipole moment, 𝒙𝟎 = ⟨𝑓 𝒓 𝑖⟩. 
 

The spontaneous emission process requires the transition of electron from excited state, 𝑖, 
to ground state, 𝑓, and the emission of a photon with energy ℏ𝜔 = 𝐸! − 𝐸!. An available 
photon state must therefore exist at energy ℏ𝜔. The density of photon states, 𝜌!!!", must 
be included in the transition rate of Fermi’s Golden rule. We may now express the 
spontaneous emission rate, 𝛤!", as:   
 

 
The consequences of equation (1.5) are profound. It tells us that the spontaneous 
emission rate is not a fixed quantity, but instead depends on the electromagnetic 
environment of the excited electron. The electric field perturbation will depend on the 
refractive index of the medium and mode volume through (1.1), and the optical density of 
states can be engineered to be either very high or low at the frequency of our choosing. If 
we ask how fast the spontaneous emission rate can be, this would suggest that the only 
limit would be when perturbation theory breaks down near the strong coupling regime. 
Practical considerations due to loss in antennas will limit the spontaneous emission rate 
before the perturbation theory limit occurs, but it gives an indication that spontaneous 
emission can be greatly enhanced beyond typical rates. 
 
Equation (1.5) also draws an interesting comparison between spontaneous emission and 
stimulated emission. While stimulated emission requires an applied electric field in order 
to drive transitions from the excited state to ground state, spontaneous emission only 
requires the zero-point field. Both light emission processes have rates dependent on the 

 𝑊!" =
2𝜋
ℏ ⟨𝑓 𝐻! 𝑖⟩!𝛿(𝐸! − 𝐸! + ℏ𝜔) 

(1.2) 

 𝐻! = −⟨𝑓 𝑞𝒓 ⋅ 𝑬 𝑖⟩ (1.3) 

 𝐻! = −𝑞𝒙𝟎 ⋅ 𝑬 (1.4) 

 𝛤!" =
2𝜋
ℏ 𝑞𝑥!ℰ!"#

!𝜌!!!"   
(1.5) 



 4 

intensity of the driving electric field. Because of this, lasers require a high photon density 
in the laser cavity in order to achieve fast modulation. Materials will always undergo 
some type of breakdown due to the high fields involved in stimulated emission, leading 
to the practical limit of stimulated emission around 50GHz.  Spontaneous emission has 
no such limitation because no applied field is required for emission to occur. Instead, the 
electromagnetic environment can be designed so that the zero-point field is incredibly 
strong and spontaneous transitions occur quickly.  
 
An additional requirement for spontaneous emission to occur is momentum matching of 
the electron-hole pair. The spontaneous emission rate derived here is valid under the 
assumption that the excited state is already momentum matched to an available ground 
state. In real semiconductors, terms would be added to account for the k-space 
distribution of carriers in the conduction and valence band as well as the carrier 
occupation in each band. 
 
Let us now consider the case of spontaneous emission in a homogenous medium of 
refractive index,  𝑛.  The density of photon states, in a volume, 𝑉, for this case is easily 
derived in optics textbooks[1]. 
 

 
We insert (1.1) and (1.6) into (1.5) to give the spontaneous emission rate. Additionally, 
we average over all dipole orientations in three dimensions giving a factor of 1/3. 
 

 
This is the conventional rate of spontaneous emission from a dipole. When coupled to the 
carrier dynamics in semiconductors this yields a spontaneous emission lifetime, 
𝜏!" = 1/𝛤!", on the order of 1ns.  It should be noted that finding the analytic solution for 
the photon density of states for this situation is incredibly easy. For complicated 
structures involving metals, a simple analytic solution of the photon density of states 
cannot be done. In light of this, it is much more intuitive to treat the problem of 
spontaneous emission enhancement with antenna theory. 
 
 

1.2 Antenna Enhanced Spontaneous Emission 
 
 
The spontaneous emission rate of light from semiconductors can be expressed in terms of 
antenna theory. In the analogy to classic antenna theory, the optical dipole matrix 
element, 𝑥!, of a semiconductor material can be treated as a small dipole emitting 
radiation. For most semiconductors the dipole moment is on the order of a unit cell, 
corresponding to a length of roughly 0.5 nm [3].  The wavelength of light emission from 

 
𝜌!!!" =

𝜔!𝑛!𝑉
𝜋!ℏ𝑐!  

(1.6) 

 
𝛤!" =

𝜔!𝑞!𝑥!!𝑛
3𝜋ℏ𝑐!𝜖!

 
(1.7) 
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most semiconductors is several hundreds of nanometers. Clearly, the dipole moment is 
much smaller than the wavelength of emission, so we may treat it as a radiating Hertzian 
dipole. This large dimensional mismatch is an unfortunate act of nature, but gives us the 
opportunity to dramatically increase the rate of spontaneous emission. 
 
We may treat the spontaneous emission of a photon from an electron-hole pair in terms of 
radiated power in the following way: 
 

 
Here, 𝐼 = 𝑞𝜔 is the quantum mechanical current due to the oscillating dipole moment in 
the material. 𝑅!"# is the radiation resistance of the material dipole moment, and can be 
expressed as the radiation resistance of a Hertzian dipole [4] with length ℓ𝓁 = 2𝑥!. 
 

 
where 𝑍! = 1/𝜖!𝑐   is the impedance of free space. Inserting (1.9) into (1.8) and 
converting wavelength terms to frequency gives an expression for the spontaneous 
emission rate: 
 

 
This is precisely the same expression as (1.7) which was derived directly from Fermi’s 
Golden Rule. For this simplest case, we may draw a circuit model to express the 
situation. 
 

 
 

Figure 2. Circuit Model for spontaneous emission in homogenous electromagnetic 
environment 

Here, the power dissipated in the radiation resistance is the power radiated by the dipole 
source, which can be related to the spontaneous emission lifetime through (1.8).  The 
radiation resistance given in (1.9) is proportional to 𝑥!!/𝜆!, making it immediately 
obvious that the small dipole moment will result in a very small radiation resistance. In 

 1
𝜏!"

=
𝑃!"#   
ℏ𝜔 =

𝐼!𝑅!"#
2ℏ𝜔 =

𝑞𝜔 !𝑅!"#   
2ℏ𝜔  

(1.8) 

 
𝑅!"# =

2𝜋
3 𝑍!

2𝑥!
𝜆

!

𝑛 
(1.9) 

 1
𝜏!"

=
𝜔!𝑞!𝑥!!𝑛
3𝜋ℏ𝑐!𝜖!

           
(1.10) 
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fact, for 𝑥! = 0.5 nm and 𝜆 = 1000nm, we get a radiation resistance of 0.8 mΩ. In 
contrast, antennas can easily have a radiation resistance of 50 Ω. Therefore, we should 
expect to be able to increase the power radiated by the source by several orders of 
magnitude with the use of an optical antenna. 
 
In order to understand what type of spontaneous emission rate enhancement is possible 
using optical antennas we will construct a very basic model. Our antenna will be the 
dipole antenna with an emitted coupled to the feedgap as shown Figure 3.   
 

 
Figure 3. Dipole emitter coupled to an optical antenna 

The radiation resistance for this antenna will be taken as that of a small dipole antenna 
[4]. 
 

 
In addition to power loss by radiation, the unavoidable loss in metal materials means 
there will also be some power dissipated as heat through ohmic losses.  An extra resistor, 
𝑅!, will be used to represent this loss.   
 
The final piece to the model is a description of the current source driving the antenna. In 
the case of spontaneous emission in a homogenous environment as in Figure 2, the dipole 
moment acts as its own antenna and gets the full benefit of the quantum mechanical 
current, 𝑞𝜔. However, when a dipole emitter is coupled to an antenna, as in Figure 3, the 
full current is not induced into the arms of the antenna. The situation of a dipole 
oscillating in the feedgap of an antenna is essentially equivalent to that of a moving 
charge between to electrodes (Figure 4).  
 

 
Figure 4. A moving charge with velocity, 𝑣, between two electrodes separated by a 

distance, 𝑑, induces a current in the electrodes. Reproduced from [5] 

end impedance of the quarter-wave line, and 0
represents the electrical length of the line. In this
figure the solid line is obtained from (11). It will be
observed that the experimental points are in close
agreement with the theoretical curve, the greatest
departure being of the order of 5 per cent. It is inter-
esting to note that there is no indication of the opti-

mum predicted by the previous theoretical results,
shown by the dashed line.
We must conclude, therefore, that the short-line

calculations based on previous theoretical formulas
are in error, and that the theory presented in this
paper is adequate for the design of transmission-line
circuits.

Currents Induced by Electron Motion*
SIMON RAMOt, ASSOCIATE MEMBER, I.R.E.

Summary-A method is given for computing the instantaneous
current induced in neighboring conductors by a given specified motion
of electrons. The method is based on the repeated use of a simple
equation giving the current due to a single electron's movement and is
believed to be simpler than methods previously described.

INTRODUCTION
N designing vacuum tubes in which electron
transit-time is relatively long, it becomes neces-
sary to discard the low-frequency concept that

the instantaneous current taken by any electrode is
proportional to the number of electrons received by

d g

A
Fig. 1

0

0

0

0

0

0

0
B C

Fig. 2

it per second. Negative grids, it is known, may carry
current even though they collect no electrons and
current may be noted in the circuit of a collector
during the time the electron is still approaching the
collector. A proper concept of current to an electrode
must consider the instantaneous change of electro-
static flux lines which end on the electrode and the
methods given in the literature for computing in-
duced current due to electron flow are based on this
concept.
A method of computing the induced current for a

specified electron motion is here explained which is
believed to be more direct and simpler than methods
previously described. In the more difficult cases, in
which flux plots or other tedious field-determination
methods must be used, only one field plot is needed
by the present method while the usual methods re-
quire a large number.

* Decimal classification: R138. Original manuscript received
by the Institute, September 16, 1938.

t General Engineering Laboratory, General Electric Com-
pany, Schenectady, N. Y.

METHOD OF COMPUTATION
The method is based on the following equation,

whose derivation is given later:

i = E,ev (1)
where i is the instantaneous current received by the
given electrode due to a single electron's motion, e
is the charge on the electron, v is its instantaneous
velocity, and E, is the component in the direction v
of that electric field which would exist at the elec-
tron's instantaneous position under the following
circumstances: electron removed, given electrode
raised to unit potential, all other conductors
grounded. The equation involves the usual assump-
tions that induced currents due to magnetic effects
are negligible and that the electrostatic field propa-
gates instantaneously.

SIMPLE EXAMPLE
A simple example is offered in the computation of

the instantaneous current due to an electron's motion
between two infinite plates (Fig. 1). (The result is
a starting point for the analysis of a diode, for
example, when the transit-time is long.)
From (1) we obtain immediately

ev
i = evE = -

d

In the literature' it is stated that this same result
is deduced from image theory. This involves the
setting up of an infinite series of image charges on
each side of the plates for a given position of the
electron and a consideration of the total flux crossing
one of the planes due to the series of charges, a
method which is lengthy and requires no little
familiarity with methods of handling infinite series.

THE GENERAL CASE
Consider a number of electrodes, A, B, C, D, in

the presence of a moving electron (Fig. 2) whose
path and instantaneous velocity are known. A tedi-
ous way to find the current induced in, say, electrode

1 D. 0. North, "Analysis of the effects of space charge on grid
impedance," PROC. I.R.E., vol. 24, pp. 108-158; February,
(1936).

Proceedings of the I.R.E.584 September, 1939

 𝑅!"# =
𝜋
6 𝑍!

𝐿
𝜆!  (1.11) 
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These two situations can be treated equivalent as long as we are able to make the 
quasistatic approximation, which is the case for a small antenna feedgap size, 𝑑. 
Following the work of Shockley [6] and Ramo [5], we can get the current induced in the 
antenna arms by the oscillating dipole source. 
 

where 𝐸! is the component of electric field in the direction of the moving charge at the 
position of the charge when the electrode is at 1 V and the charge is removed [5], [6]. For 
the case of a small gap between to parallel electrodes, the solution is: 
 

 
The simple circuit model describing antenna enhanced spontaneous emission is shown 
below in Figure 5.  
 
 

 
 
Figure 5. Simple circuit model for spontaneous emission from an emitter in the feedgap 

of a dipole antenna 

 
The enhancement of the spontaneous emission rate can now be estimated by taking the 
ratio of the power emitted in the radiation resistance of Figure 5 to the power emitted in 
the radiation resistance of Figure 2. Nearly all terms cancel and we are left with an 
expression depending only on the length of the antenna and the size of the feedgap. 
 

 
Based on (1.14), the spontaneous emission enhancement can be very large for long 
antennas and small feedgaps. The benefit of an antenna is maximized when its length is 
roughly 𝜆/2, so for a feedgap of 10 nm with emission at 1000 nm, we might expect an 
enhancement on the order of 2500x. This basic circuit model is only intended to give a 

 𝐼 = 𝐸!𝑞𝑣 (1.12) 

 𝐼 =
𝑞𝜔𝑥!
𝑑    (1.13) 

 
Enhancement ∝

𝐿
𝑑

!

 
(1.14) 
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rough idea of what order of magnitude spontaneous emission enhancement is possible 
using optical antennas. A more detailed circuit model incorporating the resonant nature of 
antennas, the response of metals at optical frequencies, and the impact of ohmic loss will 
be presented in a later section. 
 
A natural question to ask is, how is it possible for the same oscillating dipole moment to 
emit a different amount of power based only on its environment? Surely this violates 
some type of conservation law. The answer lies in the nature of the dipole moment. The 
oscillating dipole moment is almost an ideal current source due to its high impedance. 
The impedance of a small dipole is 𝑍 = 𝑍!𝜆/2𝜋𝑥! which is greater than 105 Ω for most 
materials [7]. So, by placing this source in a different environment we are merely 
changing the voltage on the quantum current source. The zero-point fluctuations of the 
excited electron are doing more work when it is placed in the feed gap of the antenna. 
The concern of violating an energy conservation law is answered by noticing that energy 
must constantly be supplied to the system by an external source to maintain a 
concentration of excited carriers above thermal equilibrium. Once the external source is 
removed, the material will return to thermal equilibrium and the rate of spontaneous 
emission will be exactly balanced by absorption. The equilibration of carriers will of 
course occur more quickly when the material is coupled to an optical antenna.  
 
 

1.3 The Purcell Effect and Antennas 
 
 
Enhancement of the spontaneous emission rate was predicted by Purcell in a short 
conference paper in 1946 [8]. Purcell noticed that the optical density of states was not the 
typical free space value when a source was coupled to a resonator. In fact, the density of 
states could be much higher in the resonator than in free space. This has led to a large 
amount of work on exploiting microcavities to leverage the Purcell effect to enhance 
spontaneous emission. In this section the Purcell effect will first be derived followed by 
an explanation of the drawbacks to using the Purcell interpretation of optical antenna 
enhanced spontaneous emission. 
 
To derive the Purcell enhancement of spontaneous emission, we proceed by reexamining 
(1.5). Instead of taking the photon density of states for a homogenous medium, we 
modify it to that of an optical cavity [1].We will treat this cavity as a Lorentzian 
resonance at resonant frequency, 𝜔!, with a bandwidth, 𝛥𝜔. 
 

 
The zero-point electric field must also be defined in the cavity in order to make use of 
(1.5). In the case of a homogenous medium, the zero-point electric field is uniform in 
space and was derived from the energy density of zero-point energy. For the case of an 

 
𝜌!!!" =

(ℏ𝛥𝜔)/(2𝜋)
ℏ𝜔 − ℏ𝜔! ! + ℏ𝛥𝜔/2 !   

(1.15) 
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optical cavity, a mode volume must be defined such that the cavity still contains a zero-
point energy of ℏ𝜔/2. 
 

   
where ℰ!"# is the magnitude of the maximum zero-point electric field in the cavity. If we 
now take the location of the dipole emitter to be at the location and in the orientation of 
ℰ!"#, the spontaneous emission rate at 𝜔 = 𝜔! becomes: 
 

 
where 𝑄 = 𝜔!/𝛥𝜔 is the quality factor of the cavity. Taking the ratio of (1.17) to (1.7) 
gives the Purcell enhancement of the spontaneous emission rate [8]. 
 

 
Using the Purcell factor, 𝐹!, to estimate spontaneous emission enhancement is a useful 
tool when the quality factor and mode volume are well-defined quantities. This approach 
is applicable to dielectric cavities with minimal optical loss. In these cavities analytic 
solutions can be obtained for 𝑄 and 𝑉!"" yielding a straightforward solution to (1.18). 
However, there are a number of issues that arise when the Purcell effect is used to explain 
antenna enhanced spontaneous emission.  
 
First, the mode volume of an optical antenna cannot be well defined. A good antenna 
design has low 𝑄 due to the dominant rate of energy loss through radiation. Therefore, a 
method of calculating mode volume must be used which separates fields radiating into 
the far-field from fields contributing to stored energy in the antenna “cavity”. This 
method of mode volume approximation has been shown to lead to significant error in 
prediction of the spontaneous emission enhancement [9]. 
 
Second, the Purcell factor in (1.18) accounts for all forms of energy dissipation from the 
cavity. In fact, it is correct to interpret the Purcell factor as the ratio of power dissipated 
by a dipole source placed in the position of interest, 𝑃!"#, to the power dissipated by a 
dipole in freespace, 𝑃!.  
 

 
For dielectric cavities with minimal absorption nearly all loss from the cavity is in the 
form of radiation. In optical antennas there are significant losses due to absorption in 
metals. A significant portion of the power dissipated by a dipole source coupled to an 
optical antenna may be going directly to heat via ohmic loss. The Purcell factor simply 

 
𝑉!"" =

ℏ𝜔
2𝜖!𝑛!ℰ!"#!  

(1.16) 

 
𝛤!"# =

2𝑞!𝑥!!𝑄
ℏ𝜖!𝑛!𝑉!""  

 
(1.17) 

 
𝐹! =

3𝑄
4𝜋!𝑉!""  

𝜆
𝑛

!

 
(1.18) 

 𝐹! =
𝑃!!"
𝑃!

   (1.19) 
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treats these losses as another form of energy decay adding to the emitter’s decay rate. 
Instead of sweeping these non-radiative losses into the total decay rate, this dissertation 
will distinguish the various decay channels into which the emitter loses its energy. Due to 
this distinction, an added emphasis is put on the efficiency of devices used to enhance the 
spontaneous emission rate. 
 
 

1.4 Speed and Quantum Efficiency 
 
Highly efficient conversion of energy between electricity and light is a desirable quality 
for any optoelectronic device. The simultaneous desire for high-speed devices often 
comes with a trade-off in device efficiency. This section will study the connection 
between the modulation rate of LEDs and their quantum efficiency. The interplay 
between these two design requirements leads to interesting design choices for antenna 
enhanced LEDs.  
 
Carriers in semiconductors may decay radiatively by emitting a photon of light or non-
radiatively by converting their energy into heat. These recombination processes occur in 
parallel and therefore compete with one another. Each may be assigned a lifetime 
describing the average rate of occurrence. In this way, the quantum efficiency, 𝑄𝐸, and 
total carrier recombination rate, 𝛤!"!, can be defined. 
 

 

 
The connection between efficiency and speed in clear from (1.20) and (1.21). As an 
example, let us consider a bulk semiconductor know to have a spontaneous emission 
lifetime of 1 ns. If the material is completely free of defects, we may take 𝜏!" =∞. This 
situation would yield of quantum efficiency of 100% and 𝛤!"! = 1 GHz. If the material 
were suddenly inundated with defects so that 𝜏!" = 1 ps, the quantum efficiency would 
plummet to 0.1%, but the total rate of recombination would increase to 1 THz. Due to the 
tradeoff between efficiency and speed, an increase in the spontaneous emission rate of a 
semiconductor is only useful if it maintains high efficiency. 

 
𝑄𝐸 =

1
𝜏!

1
𝜏!
+ 1
𝜏!"

   
(1.20) 

 𝛤!"! =
1
𝜏!
+

1
𝜏!"

 (1.21) 
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Figure 6. Energy decay channels for a semiconductor coupled to an optical antenna. 

When optical antennas are used to modify the spontaneous emission rate, the efficiency 
and decay rate equations must be adjusted to incorporate both the new rate of 
spontaneous emission as well as the rate of energy dissipation into ohmic losses in the 
antenna. Figure 6 shows the three decay channels present when a semiconductor is 
coupled to an optical antenna. Incorporating ohmic loss gives the new efficiency and rate 
equations: 
 

 

 
Alternatively, it can be useful to express (1.22) and (1.1)in terms of the homogenous 
material (bulk semiconductor) spontaneous emission lifetime, 𝜏!. To do so, we make use 
of the enhancement factor, 𝐹!. Recall that this factor incorporates both power radiated by 
the antenna and ohmic losses in the antenna, so we have the expression: 
 

 
 
Next, we define the efficiency of the optical antenna, 𝜂!"#. 
 

 
𝜂!"# quantifies the radiation efficiency of a dipole source coupled to the optical antenna. 
If a semiconductor with no defects (𝜏!" =∞) were used as the source, the quantum 

 
𝑄𝐸 =

1
𝜏!

1
𝜏!
+ 1
𝜏!
+ 1
𝜏!"

 
(1.22) 

 𝛤!"! =
1
𝜏!
+
1
𝜏!
+

1
𝜏!"

 (1.23) 

 
𝐹! =

𝑃!"#
𝑃!

=

1
𝜏!
+ 1
𝜏!

1
𝜏!

 
(1.24) 

 
𝜂!"# =

1
𝜏!

1
𝜏!
+ 1
𝜏!

   
(1.25) 
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efficiency would be equal to the antenna efficiency. Finally, the expressions for quantum 
efficiency and total recombination rate can be expressed as: 
 

 

 
Equations (1.26) and (1.27) summarize the exciting potential of using optical antenna 
enhanced spontaneous emission. For materials that are typically very inefficient light 
emitters (𝜏!" ≪ 𝜏!), an optical antenna can boost their quantum efficiency to a maximum 
of 𝜂!"#.  Together, equations (1.26) and (1.27) demonstrate perhaps the more exciting 
application of creating very fast and highly efficient LEDs.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

𝑄𝐸 =

𝐹!
𝜏!
𝜂!"#

𝐹!
𝜏!
+ 1
𝜏!"

 

(1.26) 

 𝛤!"! =
𝐹!
𝜏!
+

1
𝜏!"

 
(1.27) 
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2 Optical Interconnects 
 
Worldwide demand for data continues to grow at an extreme pace. Total internet traffic is 
expected to rise at a rate of 23% per year largely due to increased video and mobile 
demand [10].  By 2019, Internet traffic will reach 168 exabytes (1018 bytes) per month. 
This is in comparison to the mere 5.2 exabytes per month of global Internet traffic in 
2007. While consumer demand for greater bandwidth continues to grow, power 
consumption has emerged as a serious limitation to providing it. Without major 
breakthroughs in energy efficiency, the power consumption of the network required to 
provide the Internet with sufficient throughput will quickly get out of hand. 
 

 
Figure 7. Growth forecast for global internet traffic. It is predicted that traffic will growth 

at a rate of 23% per year.  Reproduced from [10] 

The electric power used by data centers already accounted for around 2% of all electricity 
used in the United States in 2010 [11]. The equivalent of 34 coal-fired power plants (500 
MW) were used to supply the electricity necessary to power data centers in the US in 
2013. This is expected to rise to 50 power plants by 2020 [12]. Clearly this is not a 
sustainable trend. In order to overcome this challenge, a more efficient method of 
communicating data must be developed. 
 
Optical interconnects provide a solution for more efficient data communication. Using 
optics to transmit data can be significantly favorable to using wires due to the absence of 
capacitance that must be charged and discharged when transmitting voltage along a wire. 
The steady change from electrical to optical interconnects has been progressing from long 
distances (the transatlantic fiber in 1988) to lengths on the order of meters (rack-to-rack 
optical communication in datacenters) used today. The progression of optics to shorter 
and shorter length scales is illustrated in Figure 8. If the energy consumption of optical 
interconnects continues to decrease, the possibility of using light for communication on-
chip becomes very real. 
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Figure 8. Optical Interconnect applications for various distances. Reproduced from [13] 

 

2.1 Energy Requirements 
 
Energy consumption in interconnects of microprocessors is estimated to be 50-80% of all 
power consumed on chip [14], [15]. This energy is expended in the dynamic charging and 
discharging of the capacitances in the interconnect wires. The capacitance of all on-chip 
wires is around 2 pF/cm [15]. We can estimate the energy dissipated by an electrical 
interconnect as: 
 

For a 1 V signal transmitting 100 µm, this gives 20 fJ/bit. If we look at the longest wires 
on a chip, of order 1 cm, the energy cost becomes 2 pJ/bit. In order to provide an 
advantage over electrical interconnects, an optical link would need to perform 
significantly better than this. An analysis from [15] suggests that optical links would need 
to achieve 2-10 fJ/bit to be a viable alternative for on-chip electrical interconnects. 
Realistically, optical links would never replace all electrical interconnects because very 
short wires still perform quite well. The benefit of optical interconnects would come 
when replacing the longest on-chip wires and for connecting chips to nearby chips. 
 
Optical interconnects can transmit data with significantly less energy than wire 
interconnects. The transmission of light through fibers or waveguides does not suffer 
from capacitive charging that is required for wires. The minimum energy per bit 
limitation for optical interconnects comes in the form of signal to noise ratio. For an 
interconnect to be viable, it must transmit data with a signal to noise ratio such that the bit 
error rate (BER) does not exceed a value specified by the circuit designer. The BER can 
vary for particular applications and error correction strategies, but here we will assume a 
required BER of 10-15. For the ideal case of an optical link with a photodetector that can 

 Energy/bit = 𝐶!"#$𝑉! (2.1) 
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detect single photons, the noise limitation will be due to photon shot noise. Shot noise 
follows a Poisson distribution: 
 

  
where 𝑃(𝑛) is the probability of receiving 𝑛 photons and 𝑀 is the average number of 
photons [16].  The rate of errors will be the average probability of detecting a “1” when a 
“0” is sent and the probability of detection a “0” when a “1” is sent. Since there is no shot 
noise for sending “0” bits, only the second probability will be non-zero. 
 

We may now conclude the average number of photons per bit necessary for a given BER 
is: 
 

 
where 𝑁!! = 𝑀/2 is the average number of photons per bit including both the “0” and 
“1” states. For a BER of 10-15 this gives 17 photons/bit. If an optical link is used with 1eV 
photons, the minimum energy per but of the interconnect is only 3 aJ/bit. Giving a little 
room to work with, we could say an optical link using 100 photons/bit is possible and 
would consume only 20 aJ/bit. This is a three orders of magnitude decrease in energy 
consumption when compared to a 100 µm electrical interconnect. 
 
The potential energy advantage of optical interconnects over electrical is clear. 
Unfortunately, the technology required for such a low-power optical interconnect does 
not exist. Today’s best optical interconnects can operate using around 10,000 photons/bit 
at the photodetector [16]. Breakthroughs in both the photodetector and light emitter are 
required for 100 photon/bit communications to become a reality. With high efficiency, 
low-power, and high speed, the antenna enhanced LED is an excellent candidate for the 
light emitter in such a low energy optical interconnect. 
 
 

2.2 Light Emitters 
 
Lasers have completely dominated in practice as the primary light emitter used for optical 
interconnects. While there are many benefits to using lasers for the emitter, there are also 
significant drawbacks. This section will compare the benefits and drawbacks for using 
LEDs and lasers as the emitter in optical interconnects. 
 
The major differentiating benefit that lasers have over LEDs is their modulation speed. 
Fundamentally, the stimulated emission process driving electron-hole recombination in 

 
𝑃 𝑛 = 𝑒!! ⋅

𝑀!

𝑛!  
(2.2) 

 BER   =
1
2 𝑒

!! 
 

(2.3) 

 
𝑁!! = −

ln(2 ⋅ BER)
2    

(2.4) 
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lasers follows Fermi’s Golden Rule as shown in (1.2). The perturbation driving the 
transition is cause by the electric field of photons in the laser cavity. As the density of 
photons increases, the rate of stimulated emission increases. Therefore, the rate of 
stimulated emission, and the maximum modulation rate of lasers, is proportional to the 
optical power output of the laser.  
 
We may deduce a similar conclusion by small signal analysis of the laser rate equations. 
Doing so yields the laser 3dB frequency [1], [17]: 
 

 
where 𝑣!is the photon group velocity, 𝑔′ is the differential gain coefficient, 𝑆 is the 
photon density in the laser cavity, and 𝜏! is the photon lifetime in the cavity. For an 
electrically injected device, we find f3dB ∝ 𝐼 − 𝐼!! where 𝐼 is the current and 𝐼!! is the 
current required to achieve lasing. Two conclusions may now be drawn regarding lasers: 
(1) There is always a minimum power required to achieve stimulated emission in lasers, 
and (2) To achieve a high modulation rate, the laser must be operated above this 
minimum threshold. While lasers have been demonstrated with modulation rates up to 50 
GHz, the potential for extremely low-power optical communications in the 100 
photon/bit energy range does not exist due to the fundamental limitations of stimulated 
emission. 
 
LEDs typically suffer from a low modulation rate due to spontaneous emission lifetimes 
on the order of 1 ns. However, as this dissertation will show, the spontaneous emission 
rate can be greatly enhanced by coupling the semiconductor to an optical antenna. Small 
signal analysis of the LED rate equations yield a 3dB frequency: 
 

 
The spontaneous emission lifetime leads to a maximum modulation rate of around 250 
MHz in LEDs. If the spontaneous emission rate could be enhanced using an optical 
antenna by a factor of 200x, LEDs would be competitive with the 50 GHz modulation 
rate of the fastest lasers. 
 
In addition, it is also important to look at how the modulation rate of LEDs depends on 
input power. A 100 photon/bit interconnect would require high speed even at very low 
power operation. The carrier recombination rate equation in an LED is: 
 

 

 
f3dB ≈

1.55
2𝜋

𝑣!𝑔!𝑆
𝜏!  

 
(2.5) 

 f3dB =
1

2𝜋𝜏!"
 

(2.6) 

 𝑑𝑛
𝑑𝑡 =

𝑛
𝜏!"

+ 𝐵𝑛𝑝 + 𝐶𝑛!   
(2.7) 
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where 𝑛 is the electron density, 𝑝 is the hole density, 𝜏!" is the non-radiative lifetime due 
to Shockley-Read-Hall recombination, B is the bimolecular recombination coefficient 
responsible for spontaneous emission, and 𝐶 is the Auger recombination coefficient. For 
simplicity, we will make the assumption that the device is very efficient and the 
contribution from non-radiative recombination can be ignored. The LED will be operated 
at very low power so we will also neglect the contribution of Auger recombination. The 
active region may also be p-doped, so the hole density can be taken as a constant. In this 
case we may introduce a spontaneous emission lifetime as 𝜏!" = 1/𝐵𝑝 and the rate 
equation simplifies to: 
 

 
The recombination lifetime for the LED is a constant, 𝜏!", which yields the maximum 
modulation rate given in (2.6). Notice that the modulation rate contains no dependence on 
the carrier concentration or photon density, as is the case for the laser. Therefore, even at 
extremely low power operation, the LED can achieve its maximum modulation rate. 
 
Other considerations for the light emitter in an optical interconnect include waveguide or 
fiber coupling, data propagation, and device size. Single mode lasers are presently used in 
Silicon Photonics for optical transceivers. Single mode operation is important to 
minimize differential group delay, which can limit the maximum attainable bandwidth for 
longer distance interconnects. Single mode operation of conventional LEDs is not 
possible due to the large area of incoherent emission. However, antenna enhanced LEDs 
are nanoscale devices and will emit radiation from a single spatial mode that can be 
efficiently coupled to an optical waveguide [18]. While the broadband spectrum emitted 
by LEDs will lead to some dispersion in the waveguide mode, this is not expected to limit 
the modulation bandwidth for the few centimeter length scale of these interconnects. 
Finally, antenna enhanced LEDs are fundamentally on the order of the wavelength of 
light emission in size. Therefore these devices are only 100s of nanometers in size 
allowing for compact integration for on-chip optical interconnects. 
 
In conclusion, the antenna enhanced LED can be a viable emitter for short-range optical 
interconnects. High-speed data communication at extremely low power is achievable 
with antenna enhanced LEDs, and cannot be achieved by lasers due to the fundamental 
limitations of stimulated emission. While developing and integrating an efficient antenna 
enhanced LED will prove a challenge, the potential to make the required emitter for 100 
photon/bit optical communications is possible. 

 𝑑𝑛
𝑑𝑡 =

𝑛
𝜏!"

 
(2.8) 
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3 Circuit Model for Optical 
Antennas 

 
Antenna enhanced spontaneous emission has so far been described using two different 
methods. The first approach utilized the radiation resistance of antennas to estimate the 
enhancement that an antenna can provide. While illustrating the concept of antenna 
enhanced spontaneous emission, this approach failed to properly account for the resonant 
behavior of antennas or to estimate the achievable efficiency. The second method utilized 
the Purcell factor to describe the enhancement in terms of quality factor and mode 
volume. The Purcell approach fails to adequately describe the enhancement because 
mode volume is not well defined for antennas and cannot be calculated in a 
straightforward manner for arbitrary antenna geometries. To more completely understand 
antenna enhanced spontaneous emission, a complete circuit model will be developed in 
this section. 
 

3.1 RLC Circuit 
 
Any piece of metal is a resonator with a characteristic resonant frequency and quality 
factor. This resonance comes from the fact that any piece of metal will have some 
capacitance and inductance associated with an oscillation between electric and magnetic 
fields. The resonant frequency of the piece of metal will be 𝜔! = 1/ 𝐿𝐶. When provided 
with an excitation at 𝜔!, the energy in the piece of metal will decay either as ohmic loss 
or radiation. These loss mechanisms may be treated as a resistance, 𝑅. The quality factor 
may then be found as 𝑄 = 𝜔!𝐿/𝑅. By defining a point in space with which to measure 
voltage and current, we may extract the quantities 𝑅, 𝐿 and 𝐶. Knowing these components 
gives a complete description of the resonance of the piece of metal in question. We may 
therefore construct the RLC circuit in Figure 9 to describe an optical antenna used for 
spontaneous emission enhancement. Throughout this section we will focus on the 
fundamental mode (lowest frequency resonance) of the antenna. For a dipole antenna this 
corresponds to the oscillation of charge at each of its ends. In general, the same approach 
can be taken to analyze higher order modes as well. 
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Figure 9. Circuit model for fundamental resonance of an antenna. a) Circuit model 

overlaying antenna. Fundamental mode has charge located at each end of the antenna. b) 
Circuit diagram for antenna resonance. 

The circuit in Figure 9 describes the fundamental resonance of a straight wire, but this 
geometry does not couple well to a dipole source unless there is a feedgap. Adding a 
feedgap will change the resonance of the antenna due to the extra capacitance of a small 
gap between two metals. As the gap in the antenna increases, one would expect the 
resonant frequency to increase due to lower capacitance. If the two halves are separated 
even further, the two halves of the antenna will eventually be entirely decoupled and the 
resonant frequency will be twice that of the antenna with no gap. The effects of a feedgap 
on the resonant properties of the dipole antenna can be modeled using the circuit in 
Figure 10.  
 

 
 
Figure 10. Circuit Model for dipole antenna with a feedgap. a) Circuit overalying antenna 

geometry. Charge accumulates at the ends of each section of metal at resonance. b) 
Circuit diagram for the dipole antenna with a feedgap. 

 
The circuit diagram in Figure 10 includes the capacitance due to the parallel capacitor 
created by the feedgap, 𝐶!"#. It also includes a term to account for the fringe fields 
around the feedgap, 𝛼𝐶!. Here, 𝛼 is a term to account for the strength of the fringing 
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capacitance in terms of the main antenna capacitance 𝐶!. 𝛼 has been found to be near 
unity for small antenna gaps (gap distance less than the wire radius).  As the gap size 
decreases, the gap capacitance, 𝐶!"# = 𝜖!𝜖!𝐴/𝑑, will increase. A large 𝐶!"# will 
essentially short the antenna for very narrow gap due to the low gap impedance, 
𝑍! = 1/𝑗𝜔𝐶. In this case, the circuit diagram in Figure 10b will converge to that of the 
simple wire antenna in Figure 9b. 
 
The inductance and capacitance used in the circuit model will depend on the geometry of 
the antenna used. For the simple cases of a dipole with or without a feedgap, these circuit 
parameters can be estimated using the inductance and capacitance of a wire. 
 
 

Gap Capacitance 𝐶!"# =
𝜖!𝜖!𝐴
𝑑  

Faraday Inductance [19] 𝐿! =
𝜇!ℓ𝓁
𝜋! ln

ℓ𝓁
𝑟  

Antenna Capacitance [19] 𝐶! =
𝜖!𝜖!ℓ𝓁

ln ℓ𝓁
𝑟

 

Radiation Resistance 𝑅!"# =
𝜋
6 𝑍!

ℓ𝓁
𝜆

!

 

 

Figure 11. Circuit model components of a dipole antenna. The gap of the antenna 
contains material with permittivity 𝜖!. The antenna is embedded in an environment with 

permittivity 𝜖!. 

 
Figure 12. Physical dimensions used to characterize the dipole antenna 

 
With the antenna capacitance and inductance given as functions of the antenna’s 
geometry given in Figure 11, we may now analyze the resonant frequency of the dipole 
antenna using the circuit diagram in Figure 10. The simplest case to analyze is when the 
antenna has no gap. In this situation, the gap is shorted and the circuit diagram reduces to 
Figure 9b.  
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As expected, the length of a dipole antenna with no gap is a half-wavelength. The 
resonant frequency for the dipole antenna with a gap becomes a more complicated 
function of the dipole antenna geometry. 
 

 

 
The dependence of the resonant frequency on the size of the gap, 𝑑, is seen in (3.5). 
When 𝑑 is small, the square root term will converge to one and the resonant frequency is 
equivalent to the case with no gap. When 𝑑 becomes large, the resonant frequency 
increases. As stated earlier, the model given here begins to break down as 𝑑 becomes 
much greater than 𝑟 due to the slight dependence of 𝛼 on those terms.   

 𝜔! =
1
𝐿𝐶

=
1
𝐿!𝐶!

=
1

𝜖!𝜖!𝜇!ℓ𝓁!
𝜋!

=
𝑐𝜋
ℓ𝓁𝑛!

   

ℓ𝓁 =
𝑐𝜋
𝜔!𝑛!

=
𝜆
2𝑛!

 

(3.1) 

 

𝜔! =
1
𝐿𝐶

=
1+ 𝛼 + 𝐶!"#/𝐶!  
𝐿!𝐶!(𝛼 + 𝐶!"#/𝐶!)

=
𝑐𝜋
ℓ𝓁𝑛!

1+ 𝛼 +
𝐴 ln ℓ𝓁

𝑟 𝜖!
𝑑ℓ𝓁𝜖!

𝛼 +
𝐴 ln ℓ𝓁

𝑟 𝜖!
𝑑ℓ𝓁𝜖!

 

(3.2) 

 

ℓ𝓁 =
𝜆
2𝑛!

1+ 𝛼 +
𝐴 ln ℓ𝓁

𝑟 𝜖!
𝑑ℓ𝓁𝜖!

𝛼 +
𝐴 ln ℓ𝓁

𝑟 𝜖!
𝑑ℓ𝓁𝜖!

 

(3.3) 
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Figure 13. Comparison of resonant frequency using the antenna circuit model and full 

FDTD Maxwell solver. 

 
The impedance of the feedgap is crucial in determining how various sources can couple 
to the antenna. In RF applications it is normal to connect the antenna feedgap to a 75 Ω 
transmission line. For coupling to a dipole source, the feedgap impedance should very 
high. The effect of various antenna feedgap terminations on the resonance of the antenna 
is shown in Figure 13. For each case, the resonance was analyzed using the circuit model 
and by using an FDTD Maxwell simulator. The circuit model predicts the shift in 
resonant frequency for different feedgap impedances with reasonably low error. 
 

3.2 Kinetic Inductance 
 
In the RF regime, the antenna capacitance and inductance for a given antenna do not 
depend on the metal material used. The capacitance and inductance of the antenna are 
only dependent on geometry due to their origin in the electric and magnetic fields outside 
the metallic structure. This picture of antennas breaks down at optical frequencies.  At 
very high frequencies, electrons in metals are not able to respond exactly in phase with 
the optical field. A phase shift between electric field and electron motion arises from the 
fact that the electrons have mass and therefore inertia. Equivalently, this effect may be 
treated as an added inductance in the antenna. A similar effect has been observed in 
superconductors, and is named Kinetic Inductance.  
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The impact of kinetic inductance on optical antennas can be quantitatively included in the 
optical antenna circuit model by adding an additional inductance. The complex 
permittivity of a metal is sufficient to completely describe the ohmic loss and kinetic 
inductance in that material. For metals, the Drude model can be used to relate physical 
material parameters to the complex permittivity.  
 

 
where 𝜖∞ is the permittivity at infinite frequency due to bound electrons, 𝜔! is the 
plasma frequency, and 𝛾! is the electron collision frequency. The Drude model given in 
(3.7) relies on only three parameters and gives a good fit for most metals in the visible 
and near-infrared regime. For materials that contain absorption bands in the frequency 
regime of interest a multi-oscillator model will be required. 
 
The permittivity at optical frequencies has been experimentally determined for a variety 
of materials in the literature. However, it will be more convenient to include the material 
properties in the circuit model through a real and imaginary impedance. To do so requires 
conversion of complex permittivity to complex conductivity, 𝜎. The relationship between 
the two is seen from Ampere’s Law. In the microscopic picture, only current density, 𝐽, 
and charge density, 𝜌, describe the physical situation with no need for relative 
permittivity, 𝜖!. In the macroscopic picture, the complicated situation of currents and 
charge density inside a material are all lumped into a relative permittivity. Using the 
definition of conductivity, 𝜎 = 𝐽/𝐸, gives a comparison of the two pictures of Ampere’s 
Law. 
 

 
Recognizing that (3.8) and (3.10) must be equivalent yields the desired relationship 
between conductivity and permittivity. 
 

Since we will want to work with impedances, it is useful to convert the complex 
conductivity to a resistivity[20]. 
 

 
Now, we may convert the complex resistivity into impedance 𝑍 = 𝑅! + 𝑗𝜔𝐿! = 𝜌ℓ𝓁/𝐴, 
where ℓ𝓁 is the length of the metal and 𝐴 is the cross sectional area. The real part of this 

 
𝜖! = 𝜖∞ −

𝜔!!

𝜔 𝜔 + 𝑗𝛾!
 

(3.4) 

 ∇×𝐻 = 𝜎𝐸 + 𝑗𝜔𝜖!𝐸 (3.5) 

 ∇×𝐻 = 𝑗𝜔𝜖!𝜖!𝐸 (3.6) 

 𝜎 = 𝑗𝜔𝜖!(𝜖! − 1) (3.7) 

 𝜌 =
1
𝜎 =

1
𝑗𝜔𝜖! 𝜖! − 1  

(3.8) 
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impedance is the ohmic loss resistance, 𝑅!. The imaginary portion of this impedance is 
the impedance due to kinetic inductance, 𝐿!. 
 

 

where the metal permittivity has been divided into its real and imaginary parts such that 
𝜖! = 𝜖!! − 𝑗𝜖!!! .  The conversions given by (3.9) and (3.10) allow any piece of material 
to be characterized by circuit components 𝑅, 𝐿, and 𝐶. Metals, which have negative 𝜖′, 
will correspond to an inductance. Dielectrics, which have positive 𝜖′, correspond to a 
capacitance. Materials that have loss, a non-zero 𝜖!!, will include a resistance.  
 
Upon examination of (3.10), we see that the kinetic inductance will become large as 𝜖!!  
approaches one. This occurs near the plasma frequency where the material transitions 
from a metal to a dielectric. The field of plasmonics essentially operates in this regime 
where kinetic inductance is dominant. In fact, both plasmonic devices and optical 
antennas can be described using circuit models. Moving forward, the kinetic inductance 
will be simply added in series to the magnetic field inductance, 𝐿!, so that the total 
inductance in the antenna is 𝐿 = 𝐿! + 𝐿!. 
 
 

3.3 Coupling Sources to Antennas 
 
A dipole source placed in the feedgap of an antenna will induce current into the arms of 
the antenna. These currents drive the RLC circuit described in the previous section 
producing radiation and heat. As described by equation (1.13), Ramo’s theorem can be 
used to calculate the magnitude of current induced in the antenna by the dipole source. As 
the gap of the antenna decreases, the induced current increases. Current coupling can be 
included in a circuit model for optical antenna enhanced spontaneous emission by 
including a current source with magnitude 𝐼! = 𝑞𝜔𝑥!/𝑑.  
 

 
𝑅! = Re{𝑍} =

Re 𝜌 ℓ𝓁
𝐴 =

𝜖!!!

𝜖!𝜔 1− 𝜖!! ! + 𝜖!!! !
ℓ𝓁
𝐴  

 

(3.9) 

 
𝐿! =

Im 𝑍
𝜔 =

Im 𝜌 ℓ𝓁
𝜔𝐴 =

1− 𝜖!!

𝜖!𝜔! 1− 𝜖!! ! + 𝜖!!! !
ℓ𝓁
𝐴  

 

(3.10) 
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Figure 14. Antenna circuit model including coupling to a dipole source 

 
The capacitance of fringing fields, 𝛼𝐶!, and the gap capacitance, 𝐶!"#, appear in parallel 
to the current source.  These capacitances have impedance that essentially shorts the 
source. For example, if the antenna did not have a gap, the driving source would have no 
voltage across it and would not induce current into the antenna. This effect highlights the 
importance of considering the gap impedance when designing an optical antenna. The 
impedance of the dipole sources used for spontaneous emission enhancement can be 
estimated as 𝑍 = 𝑍!𝜆/2𝜋𝑥!, which is on the order of 105 Ω. Therefore, the gap 
impedance of the antenna needs to be very high. As a comparison, a 10 nm gap consisting 
of a wire with 20 nm radius operating at 𝜆 = 1000 nm will have an impedance of only 
477 Ω. If the gap is filled with a semiconductor of index 𝑛 = 3.5, the same size gap now 
only has an impedance of 39 Ω. The shorting of the dipole source will ultimately limit the 
amount of spontaneous emission enhancement achievable for the structure in Figure 10. 
The induced current increases as the gap size decreases, but this benefit is countered by 
the decrease in gap impedance. 
 
To overcome the limitations that the gap impedance puts on sponteneous emission 
enhancement, one must change the geometry near the feedgap of the antenna. The 
strategy employed is essentially the same as including an impedance matching network in 
an RF antenna design. However, in this case we would like the source to see as high an 
impedance as possible. To do this, either we can attempt to reduce the gap capacitance or 
we can add inductance to make a resonant matching circuit. 
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Figure 15. Antenna circuit model with a matching network. An inductance at the feedgap 
of the antenna can be utilized to decrease shorting of the dipole source current that occurs 

when CGap is large. 

The capacitance of the gap can be controlled through the exact geometry at the gap of the 
antenna. Up to this point, it has been assumed that the feed gap in the antenna consist of 
two flat electrodes. This is actually a very unfavorable situation due to the large 
capacitance of the parallel plate geometry. The capacitance of the same size antenna gap 
can be reduced by rounding the electrode tips. The rounded gap capacitance can be 
estimated as: 
 

 
where 𝑟 is the radius of the tips and 𝛾 is Euler’s constant [21]. The depedance of gap 
capacitance on gap spacing given for rounded tips only increases logarithmically. The 
reduction in gap capacitance leads to less current being shunted and therefore a larger 
enhancement for the same antenna gap. Alternatively, adding an inductance near the 
antenna gap allows one to control the gap impedance as a function of frequency. Extra 
inductance can be achieved by adding a small arch around the gap of the antenna. By 
changing the size of the arch used, the impedance of the gap can be controlled.  
 

3.4 Losses in Optical Antennas 
 
In order to estimate the achievable efficiency that optical antennas can obtain, we must 
understand the various sources of loss. The antenna circuit model so far contains two 
resistances. Power dissipated in 𝑅!"# corresponds to power radiated while power 
dissipated in 𝑅! corresponds to ohmic loss in the antenna. These two loss mechanisms 
sufficiently describe the fundamental mode of the antenna.  
 
However, when a dipole source is brought very close to an antenna or is placed in the gap 
of an antenna, it does not only excite the fundamental mode of the antenna. The dipole 
source generates a field profile that is very tightly confined. The confinement of the fields 
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near the source results in confined currents induced on the antenna electrodes. As current 
flows away from the tips of the antenna, it spreads out. This current spreading results in 
additional ohmic losses that were not accounted for in the antenna mode.  
 
The electric field profiles in Figure 16 show the contrasting situations of exciting the 
antenna with a plane-wave and exciting with a dipole in the feedgap. Plane-wave 
excitation results in the field distribution corresponding to the antenna mode, which has a 
very uniform electric field in the gap. Dipole excitation results in additional fields that are 
tightly confined to the gap of the antenna. 

 
Figure 16. a) Electric field profile for an optical antenna excited by an incoming plane 

wave. The fundamental antenna mode has a uniform field distribution in the feedgap. b) 
Electric field profile for optical antenna excited by a dipole placed in the feedgap. Near 
the dipole the tightly confined field distribution results in additional ohmic loss. These 

losses can be included in a circuit model through a spreading resistance, 𝑅!"#$%&. 

 
The resistance due to current spreading can be estimated by treating the induced currents 
on the antenna tips as a point contact of size 𝛽𝑎, where 𝑎 is the distance between the 
metal and dipole source and 𝛽 is a factor related to the geometry of the antenna tips. 
Figure 17 shows this geometry of spreading resistance near the antenna gap, which 
corresponds to the situation in Figure 16b. 
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Figure 17. Diagram of dipole induced spreading resistance. Dipole excitation of an 

antenna results in additional loss that is not inherent to the fundamental antenna mode. 

 
The field confinement that corresponds to spreading resistance can easily be seen in 
simulations by bringing a dipole near a metal surface. Electric field profiles for a dipole 
source 10, 5, 2 and 1 nm away from a metal surface a shown in Figure 18. The electric 
field been normalized to the maximum field in the metal for each case. The fields become 
more confined laterally as the dipole approaches the metal surface, which results in 
increased spreading resistance. 
 
 

 
Figure 18. Electric field profile in a metal as the dipole source approaches. In each case 

the field is normalized to the maximum field inside the metal. The induced current is 
confined to a smaller lateral dimension as the dipole nears the interface. 
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 If the dipole is always placed in the center of the antenna gap, the contact size will 
decrease as the gap size decreases. The spreading resistance may then be taken as: 
 

 
where 𝜌 is the complex resistivity defined in (3.8). The additional loss resistance, 
𝑅!"#$%&, is not related to the losses in the fundamental antenna mode. Therefore this loss 
term is not included in the resonating portion of the circuit in Figure 14. Instead, 𝑅!"#$%& 
is added directly in series with the driving current, 𝐼!. Including the spreading resistance 
leads to the final form of the antenna circuit model as shown in Figure 19. 
 

 
Figure 19. Complete antenna circuit model for spontaneous emission enhancement. 

Rspread accounts for losses due to currents confined to a small cross sectional area very 
near the dipole source. 

 
The ideal situation of locating a dipole source directly in the center of the antenna gap is 
not always practical. When the dipole is offset from the center, equation (3.12) no longer 
adequately describes loss due to spreading currents near the dipole source. Neglected in 
the above analysis is the distribution of induced charges on the antenna electrodes. As the 
light emitter oscillates over a distance, 𝑥!, the charges on the nearby electrode respond by 
bunching and spreading. This redistribution of charge on the electrode’s surface is current 
that results in losses via the previously discussed spreading resistance. None of this 
“dead-sheet” current oscillates in the antenna mode and therefore does not radiate. It can 
be shown that the magnitude of the “dead-sheet” current is proportional to the distance, 
𝑎, between the light emitter and the electrode of interest, which gives 𝐼!"#! ≈ 𝑞𝜔𝑥!/𝑎. It 
is important to note that while the current that results in radiation, 𝐼!, depends only on the 
total size of the antenna gap, the useless current, 𝐼!"#!, increases as the emitter nears one 
of the antenna electrodes. Taking 𝐼!"#! into account results in a greater amount of power 
dissipated by the resistance near the antenna electrode surface, 𝑅!"#$%&. Therefore, we 
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can include this effect in the Figure 19 circuit by increasing 𝑅!"#$%& by approximately the 
factor (𝑑/𝑎)! while driving the circuit with the antenna current, 𝐼!. 
 
An alternative description of the losses due to current spreading considers that the dipole 
source couples to modes other than the fundamental antenna mode. There are an infinite 
number of off-resonant modes that exist at the metal-dielectric boundary. These modes 
vary based on the exact geometry of the antenna used, but they are most strongly excited 
at the metal interface closest to the dipole source. These modes also have the common 
distinction that they do not radiate. Therefore, the excitation of these modes near the 
dipole is another source of ohmic loss. It is possible to analytically solve for the 
contribution of each of these surface modes for a simple antenna geometry [22]. 
However, for our purposes it is more useful to estimate the degree to which these modes 
contribute to ohmic loss by lumping them into a single resistance that can be included for 
any antenna geometry.  
 

3.5 Anomalous Skin Effect 
 
Losses in metals occur when electrons in the metal lose their energy through scattering 
processes. The rate at which electrons scatter was represented by 𝛾! in the Drude model 
for the material’s permittivity. For bulk metals at low frequency, this picture adequately 
represents the loss. However, if the electric field skin depth approaches that of the mean 
free path of electrons in the metal, the bulk electron collision properties of the metal no 
longer apply. This is exactly the situation that arises when a dipole becomes very near the 
tips of an optical antenna.  
 

 
Figure 20. a) Electric field profile inside the metal due to a dipole located various 

distances from the metal interface. The field is set to zero outside the metal for clarity. b) 
The skin depth of fields contributing to spreading resistance as a function of the distance 

between the dipole source and metal interface. 
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In this regime, the anomalous skin effect becomes important as electrons suffer collisions 
more frequently. Due to the nonlocal nature of the anomalous skin effect, it is not taken 
into account in standard FDTD/FEM optical simulations. The anomalous skin effect was 
originally studied at low temperatures where the mean free path of electrons is long in 
order to describe the surprisingly large absorptivity of metals in this regime [23][24], 
[25]. This additional loss mechanism can be described as follows.  
 
(1) An electron within the skin depth of an applied field gains energy from the field.  
(2) The energized electron propagates out of the skin depth region.  
(3) The energy carried by the electron can no longer interact with the field, so it is lost.  
The skin depth can therefore be thought of as an effective scattering barrier. 
 
In addition, electrons within the skin depth region can collide with the metal surface. A 
graphic of these two types of collisions is shown in Figure 21. In practice, electron 
surface collisions will be diffuse and result in energy loss. It may be possible to have 
specular reflection of electrons, but this would require perfect single crystal facets at the 
metal surface. 
 
A method of including these additional collisions is to use the Drude model with 
modified electron collision frequency. Kreibig used this approach to account for the 
increased rate of surface collisions in small Ag particles by adding a 𝐴𝜈!/𝑅 term to the 
bulk collision frequency, where A is a constant close to 1, 𝜈! is the electron Fermi 
velocity, and R is the radius of the metal particle [26]. Gilberd [27] and Holstein [28] 
used a similar approach to estimate the increased optical absorptivity of metals under the 
assumption of the collisionless skin depth, 𝑐/𝜔!. We adopt the same strategy by 
modifying the average rate of electron collisions, 𝛾!, by equation (3.13), where l!"# is 
the mean free path of electrons, l!"#$ is the skin depth, and 𝛿 is a coefficient to account 
for the exact nonlocal treatment of these effects. The quantity 𝜈!/l!"# is the metal’s bulk 
collision rate. The collision rate given by (3.13) is valid as long as the thickness of metal 
used is greater than the skin depth. If this is not the case, l!!"# is replaced by the metal 
thickness. 
 

 
The modified electron collision rate is substituted into (3.14), a Drude model for complex 
permittivity, where 𝜖∞ is the background permittivity due to bound electrons, 𝜔! is the 
plasma frequency, and 𝜔 is the frequency.  
 

 

 𝛾! =
𝜈!
ℓ𝓁!"#

+
𝜈!

𝛿ℓ𝓁!"#$
 (3.13) 

 
𝜖! = 𝜖! −

𝜔!!

𝜔 𝜔 + 𝑖𝛾!
 

(3.14) 
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The optical frequency resistivity can then be found as 𝜌 = Im{1/𝜔𝜖!(1− 𝜖!)}.  In terms 
of the bulk resistivity, 𝜌!, the modified collision resistivity becomes 𝜌!"# = 𝜌!(1+
l!"#/𝛿l!"#$). This new resistivity can be used to analyze the losses in metal structures. 

 

Figure 21. Electron collisions with the metal surface and the skin depth (anomalous skin 
effect) decrease the effective mean free path of electrons. The additional rate of electron 

collisions leads to higher loss and reduced antenna efficiency.    

 
Following equation (3.13), the increased collision rates can be modeled by modifying the 
resistivity by the factor (1+ l!"#/𝛿l!"#$). This treatment would suffice if the true bulk 
mean free path of electrons at optical frequencies were known, but all optical 
measurements of the complex permittivity of Au and Ag also suffer from a skin depth on 
the order of the mean free path. The additional loss due to the anomalous skin effect is 
convolved with the heavily cited optical constants published by Johnson and Christy [29] 
and Palik [30]. In fact, the neglect of the anomalous skin effect is acknowledged as a 
possible source of error in Palik’s handbook. Therefore, we include an additional term in 
the resistance adjustment, shown in equation (3.15), to account for the skin depth at 
which the optical constants were measured, l!"#$%&'!. 
 

 
 
A number of other models have been presented to address the impact of nonlocal effects 
in nanoscale metal structures [31]–[33]. All of these models predict that metal losses 
increase substantially as the dimensions of the problem (size of metal particle or l!"#$) are 
reduced below l!"#.  These nonlocal models are inherently complex and it is not 

 
𝑅!"# = 𝑅! 1−

ℓ𝓁!"#
𝛿ℓ𝓁!"#$%&'!

+
ℓ𝓁!"#
𝛿ℓ𝓁!"#$

     
(3.15) 
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straightforward to apply them to arbitrary 3-D antenna geometries. Our methodology 
allows for the simple introduction of nonlocal loss effects for any antenna geometry 
through the resistances of the circuit model in Figure 19.  One is then able to get more 
realistic estimates of loss than in standard FDTD/FEM simulation. The omission of these 
losses in simulation of optical antennas will always lead to artificially high claims of 
optical efficiency. 
 

 
Figure 22. Resistances in optical antennas. Power dissipated in the radiation resistance 
leads to light emission while power dissipated in the ohmic resistance and spreading 
resistance goes into heat. The anomalous skin effect significantly increases spreading 

resistance losses for small gaps. 

 
To get an idea of how harmful the spreading resistance an anomalous skin effect can be, 
we can compare the magnitude of the various antenna resistances as a function of gap 
spacing. For large antenna gaps, the antenna can be quite efficient due to a large radiation 
resistance compared to the ohmic losses in the antenna mode. However, below 10 nm 
gaps the spreading resistance begins to dominate as shown in Figure 22. Since the skin 
depth is reduced below the mean free path of electrons in this regime, the anomalous skin 
effect dominates and the spreading resistance becomes many times greater than radiation 
resistance.  
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3.6 Enhancement and Efficiency 
 
The circuit model that has been presented in this section is intended to give insight into 
the limits of efficient optical antenna enhanced spontaneous emission. The complete 
circuit model in Figure 23 can now be used to derive expressions for spontaneous 
emission enhancement and efficiency. The spontaneous emission enhancement is given 
by the rate that a dipole source produces photons when coupled to the optical antenna 
compared to when it is in homogenous material. This is equivalent to the ratio of power 
dissipated in the antenna radiation resistance of Figure 23 to the power dissipated in the 
dipole radiation resistance of Figure 2. 
 

  
The antenna efficiency, 𝜂!"#, can be determined using the circuit model by taking the 
ratio of power dissipated in the radiation resistance to the total power dissipated by the 
dipole source. 
 

 
The efficiency given here is similar to that given by (1.25) in the earlier discussion of 
antenna efficiency, but the additional losses from spreading resistance are included.   

 
Figure 23. Full optical antenna circuit model. IA represents current that flowing in the 

fundamental mode of the antenna. 
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Enhancement =

1
𝜏!
1
𝜏!

=
𝑃!"#
𝑃!

   
(3.16) 

 
𝜂!"# =

1
𝜏!

1
𝜏!
+ 1
𝜏!
+ 1
𝜏!"#$%&

  
=

𝑃!"#   
𝑃!"# + 𝑃! + 𝑃!"#$%&

 
(3.17) 
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To calculate 𝑃!"#, we must first derive an expression for the current that flows in the 
antenna mode, 𝐼!. To do so, it will be useful to use the quality factor, 𝑄, of the antenna. 
By neglecting the current source, we can analyze the circuit model to get the frequency 
and 𝑄 of the antenna resonance: 
 

 
 

 
where the resonating portion of Figure 23 was reduced into components as follows. 
 

For a resonating circuit with quality factor, 𝑄, the current in the resonator, 𝐼!"#, is 
enhanced such that 𝐼!"# = 𝑄𝐼! where 𝐼! is the drive current. The antenna, being a 
resonator, gets a similar benefit. However, the full effect is not taken advantage of due to 
the shunting of the drive current by the capacitance, 𝐶!"# + 𝛼𝐶!. Instead, the current seen 
by 𝑅!"# will be: 
 

 
The power radiated when the dipole source is coupled to the optical antenna then 
becomes: 
 

 
Treating the dipole source in free space as a Hertzian dipole gives the power radiated 
without an optical antenna. 
 

  

 

𝜔! =
1

𝐿!"!𝐶!"!
=

1

𝐿! + 𝐿! 𝐶!

1+ 𝛼 +
𝐶!"#
𝐶!

𝛼 +
𝐶!"#
𝐶!

 

(3.18) 

 
𝑄 =

𝜔!𝐿!"!
𝑅!"!

=
𝜔!(𝐿! + 𝐿!)
𝑅!"# + 𝑅!

 
(3.19) 

 

𝐿!"! = 𝐿! + 𝐿!;     𝐶!"! =
𝐶! 𝛼 +

𝐶!"#
𝐶!

1+ 𝛼 +
𝐶!"#
𝐶!

;     𝑅!"! = 𝑅!"# + 𝑅! 

      

(3.20) 

 𝐼! =
𝑄𝐼!

1+ 𝛼 +
𝐶!"#
𝐶!

  
 (3.21) 

 
𝑃!"# =

1
2 𝐼!

!𝑅!"# =
1
2

𝑄!𝐼!!

1+ 𝛼 +
𝐶!"#
𝐶!

! 𝑅!"# 
(3.22) 

 𝑃! =
1
2 𝐼!"#$%&

! 𝑅!"#$%& =
1
2 𝑞𝜔 ! 2𝜋

3 𝑍!
𝑥!
𝜆

!
   (3.23) 
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We may now derive an expression for spontaneous emission enhancement by taking the 
ratio of (3.22) and (3.23). 
 

 
Additionally, the 𝑄 of the antenna can be expressed as 𝑄 = 𝜔!𝐿!"!/𝑅!"! = 1/𝜔!𝑅!"!𝐶!"! 
with 𝑅!"! and 𝐶!"! given by (3.20).  The impedance that shunts the dipole source will be 
introduced as 𝑍!!!"# = 1/𝜔(𝛼𝐶! + 𝐶!"#). Inserting these expressions into (3.24) gives 
as useful form of the enhancement equation. 
 

  
The expression given here offers insight into how to maximize spontaneous emission 
enhancement using optical antennas. After the 3/2𝜋 prefactor, the first terms tells us the 
gap distance, 𝑑, needs to be as small as possible. As 𝑑 is reduced, more current is coupled 
to the antenna leading to more power radiated away. The second term is associated with 
the shunting of induced current from the dipole source. It is beneficial to use an antenna 
with very large impedance where the dipole source is located. The third term is the 
antenna mode efficiency, 𝜂!"#$. In combination with the final term, 𝑄, this implies that 
the maximum enhancement will occur when 𝜂!"#$ = 50%. We can see this by 
expressing the final two terms as: 
 

 
where 𝑋 = 𝜔!𝐿!"! = 1/𝜔!𝐶!"! is the reactive impedance of the antenna. The value of the 
expression in (3.26) is maximized when 𝑅!"# = 𝑅!. Notably, the expression in (3.26) 
increases as the total resistance decreases. The best antenna design for maximizing 
spontaneous emission enhancement will have as low of a loss resistance, 𝑅!, as possible. 
There is never a benefit to having additional loss resistance.  Once loss resistance has 
been minimized, the maximum enhancement for a given feedgap dimension will occur 
with an antenna mode efficiency of 50%. However, efficiency is a more critical figure of 
merit than enhancement for most applications, so the antenna should be designed to have 
as high a radiation resistance as possible. 
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𝑑
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 𝑅!"#
𝑅!"# + 𝑅!

𝑄 =
𝑅!"!𝑋
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Let us quickly demonstrate that the enhancement predicted here using the circuit model is 
in agreement with the Purcell effect provided one includes efficiency.  The spontaneous 
emission enhancement given for a dipole antenna in (3.25) can be shown to be similar to 
the expression given in (1.18) for the Purcell effect by introducing an effective volume. 
 

 
where 𝑉!"" = 𝑑!(𝛼𝐶! + 𝐶!"#)(1+ 𝛼 + 𝐶!"#/𝐶!)/𝜖! is the effective mode volume of 
the antenna. The antenna mode efficiency is included because only power that is radiated 
will enhance the photon emission rate of the source. 
 
The overall efficiency of the antenna must include the additional losses due to spreading 
resistance. We can express the efficiency, 𝜂!"#, in terms of each loss resistance and the 
current flowing through them. 
 

 
where the ratio of current induced by the dipole source, 𝐼!, to the current in the antenna 
mode, 𝐼!, was given in (3.21). As noted earlier, the spreading resistance increases as the 
dipole approaches the tips of the antenna. When the gap distance becomes small, the 
losses due to the spreading resistance will begin to dominate and the efficiency will drop. 
The result in as tradeoff between enhancement and efficiency as the gap distance is 
reduced. In general, the enhancement will continue to increase as the gap distance 
increases. Depending on antenna design, the enhancement may roll off at a certain gap 
dimension due to the decrease in shunt impedance. At the same time, the efficiency will 
plummet once the gap distance decreases below around 10 nm. 
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 𝜂!"# =
𝑅!"#
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Figure 24. Spontaneous emission enhancement and efficiency for a dipole source coupled 
to an optical antenna. The gap is filled with a semiconductor of index 3.4 and the antenna 

tips are rounded to reduce the gap capacitance [34]. 

 
The tradeoff between enhancement and efficiency is illustrated by the results in Figure 
24. A gold dipole antenna with a feedgap filled with semiconductor of index 3.5 is used. 
The tips of the antenna have been rounded to minimize the shunting impedance. As the 
gap size decreases, the spontaneous emission enhancement continues to increase 
regardless of the overall efficiency. The antenna efficiency is a constant for large gaps 
because the spreading resistance is small and the antenna mode efficiency, 𝜂!"#$, only 
weakly depends on gap size. Once the gap is reduced below 10 nm, the spreading 
resistance becomes significant and the antenna efficiency suffers. When the anomalous 
skin effect is taken into account, the losses due to spreading resistance become even more 
damaging to efficiency. This analysis suggests that sources should not be placed within 
5nm of metal in devices intended for spontaneous emission enhancement. 
 
Antenna gap size around 10 nm is the most interesting regime for enhanced spontaneous 
emission devices. In this range of gap size, this analysis shows it is possible to reach 
spontaneous emission enhancement of 2500x while still maintaining 50% efficiency. A 
factor of only 200x was required to make spontaneous emission as fast as stimulated 
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emission. Therefore, there is very real potential to use optical antennas to make 
spontaneous emission faster than stimulated emission. 
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4 Optical Antenna Design 
 

4.1 Wheeler’s Limit 
 
Up to this point, the quality factor, 𝑄, of antennas has simply been treated as a function of 
the inductance, capacitance, and resistance of an antenna structure. While this is true, 
there is also a fundamental relationship between the size of the antenna and the radiation 
quality factor, 𝑄!"!. This connection was first recognized by Harlod Wheeler in 1947 
[35], and resulted in “Wheeler’s Limit” giving a minimum achievable 𝑄 for an antenna of 
volume, 𝑉.   
 

 
Wheeler’s limit has some important consequences for antenna design. It states that the 
bandwidth of the antenna resonance decreases as the size of the antenna decreases. 
Semiconductors typically have a spontaneous emission spectrum corresponding to a 𝑄 of 
around 20. Since the resonance of the optical antenna must overlap the emission spectrum 
of the source in order to get enhancement, 𝑄!"# should be no larger than 20. Wheeler’s 
Limit tells us that small antennas will struggle to accomplish the low 𝑄 required. 
 
Wheeler’s Limit also gives insight into the impact that the size of an optical antenna can 
have on its efficiency. The antenna mode efficiency can be written as 𝜂!"#$ = 𝑄/𝑄!"# 
where 𝑄 includes both ohmic and radiation losses. In the situation where energy is stored 
in the motion of electrons for half of an optical cycle (when kinetic inductance is 
dominant), the ohmic loss will be a fixed quantity depending only on the properties of the 
metal and independent of the antenna’s size. In this limiting case, decreasing the size of 
the antenna, thus decreasing 𝑄!"#, will directly reduce the antenna’s efficiency. In 
general, the same behavior will hold true and radiation will be dominated by ohmic loss 
in small optical antennas.   
 
 

4.2 Materials in Optical Antennas 
 
The degree that optical antenna enhanced spontaneous emission can be efficient is 
entirely dependent on the materials from which the antennas are made. Unfortunately, 
there are no magical metals with extremely low loss at optical frequencies. The lowest 
loss metals are silver, gold and copper. This section will describe the optical properties of 
each of these materials so the proper choice can be made when fabricating optical 
antennas.  
 

 
𝑄!"# >

3
4𝜋!

𝜆!

𝑉    
(4.1) 
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The optical properties of metals have been measured in numerous experiments over the 
years, yet there is still some uncertainty in the commonly accepted values at optical 
frequencies. The method of measurement, metal deposition conditions, surface topology, 
and thermal treatment can all contribute to differences in reported optical properties of 
metals. Recent work on smooth metal surfaces with controlled temperature, base 
pressure, and deposition rate suggest that losses in metals can be lower than 
conventionally accepted [36]. Complicating the situation further is the omission of the 
anomalous skin effect when converting experimental data into optical constants. 
 
The divergence between reported values is especially severe for silver. For example, the 
commonly cited sources of optical constants for silver by Palik [30] and Johnson and 
Christy [29] differ by a factor of 2 in loss in the visible range. Recent experiments have 
attempted to address this discrepancy and show the loss is between that reported in Palik 
and in Johnson and Christy [37]. In this section, a Drude model with 𝜖∞ = 3.64, 
𝜔! = 1.39 ⋅ 10!" (rad/s), and 𝛾! = 6 ⋅ 10!" (rad/s) will be used to fit the optical constants 
in silver. The Drude model fits well over the visible and near-infrared with the data 
reported in [37]. The optical constants of gold and copper have shown less divergence 
between sources, so those reported by Johnson and Christy will be used here. 
  

 
 

Figure 25. Optical constants for metals that might be used in optical antennas. Data for 
silver has been fit using a Drude model. Gold and copper data is taken from Johnson and 

Christy (JC) [29]. a) Real part of the permittivity, 𝜖!! . b) Imaginary part of the 
permittivity, 𝜖!!! . 

 
The complex permittivity for silver, gold, and copper over the visible and near-infrared 
are shown in Figure 25. We may convert this data into complex resistivity following the 
transformation given by (3.8). The transformation to complex resistivity makes it very 
simple to analyze which materials are the best for optical antennas. The real and 
imaginary parts of the complex resistivity are given in Figure 26. 



 42 

 

 
Figure 26. Real and imaginary parts of the complex resistivity for silver, gold and copper. 

a) Re{𝜌}corresponding to ohmic loss. b) Im{𝜌} corresponding to kinetic inductance. 

 
The real part of the complex resistivity is associated with ohmic losses in the metal. For 
efficient devices, the obvious choice of material will be the metal with lowest loss. Silver 
is the clear winner by this standard. Unfortunately, silver reacts with sulfur in the air of 
an ambient environment, which tarnishes the surface. If the design of the antenna relies 
on high quality silver at an air interface, the performance will be severely degraded. 
Instead, the next best choice of metal for minimizing loss is gold. Gold is also extremely 
stable in ambient conditions, so structures incorporating a metal/air interface can achieve 
good performance. As shown in Figure 26a, gold has an absorption peak that begins to 
kick in at around 600 nm. Consequently, antennas intended to work at blue and green 
wavelengths would benefit greatly by using silver. 
 
The imaginary portion of complex resistivity corresponds to kinetic inductance. In optical 
antennas designed for spontaneous emission enhancement, kinetic inductance is not a 
very desirable attribute. The added inductance results in reduction of the size of the 
antenna required for resonance at a given wavelength. A smaller antenna will negatively 
impact the radiation resistance, which will in turn harm efficiency. Secondly, by 
application of Wheeler’s Limit, a smaller antenna will increase the 𝑄 of the antenna. If 
the antenna 𝑄 corresponds to a narrower bandwidth than the spontaneous emission 
source, there will be no benefit to the increased 𝑄. Kinetic inductance may be useful for 
other applications of metals at optical frequencies. For example, kinetic inductance can 
be utilized in optical impedance transformers [20]. 
 
Finally, the benefit of using a lower loss metal can be voided if the deposition process 
introduces defects and impurities. If the dimensions of the device or the skin-depth are 
less than the mean free path of electrons, the loss will be increased. In conclusion, the 
choice of metals will come down to gold or silver and should be determined by 
constraints imposed by the fabrication process.  
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4.3 Nanocube Antenna Analysis 
 
 
As a demonstration of the impact that the anomalous skin effect can have on optical 
antenna efficiency, the circuit theory approach described in this dissertation will be 
applied to the antenna structure used in [38] to achieve large decay rate enhancement of 
light emitters in the nanocube antenna gap. The antenna consists of a sheet of index n=1.4 
dielectric wedged between a gold sheet and a silver cube. Figure 27 shows the nanocube 
antenna geometry, which contains an antenna mode similar to that in a parallel plate 
transmission line. 
 

 
  

Figure 27. Nanocube antenna geometry used in [38]. The circuit diagram and charge 
location of the antenna resonance are overlaid.  

 
Like a transmission line, most of the induced charge on one conductor is canceled by 
opposing charge on the other conductor, leading to very little radiation. Therefore, this 
structure has a very low radiation resistance and consequently a high radiation quality 
factor, Qrad (Figure 28a). The resonant wavelength of this antenna depends strongly on 
the length of the silver cube and the gap size, as shown in Figure 28b. All structures 
analyzed here are resonant around 650nm, which leads to a reduction in the length of the 
antenna as the gap is decreased. Equivalently, this means the kinetic inductance of the 
antenna increases as the gap shrinks, thus making the antenna more plasmonic and sub-
wavelength. 
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Figure 28. a) Antenna length required for resonance at 650 nm as a function of the gap 

spacing. The antenna is much shorter than 𝜆/2𝑛 due to significant kinetic inductance. b) 
Quality factors for the nanocube antenna as a function of gap spacing. 𝑄!"# is large for 

small gaps. 

 
The circuit model in Figure 23 can be used to analyze the nanocube antenna by using the 
lumped elements shown in Figure 27. Estimates of component values based on the 
antenna geometry could be made similar to the procedure that was done for a dipole 
antenna in an earlier section. In this analysis a different approach will be used, and all 
component values will be extracted directly from FDTD simulations. The circuit model 
contains only six parameters (Rrad, RΩ, L, C, α and β), which can be quantified by taking 
six quantities (ηMode, ηDipole, Enhancement, ω0, Qtot, RΩ) from an FDTD simulation. 
 
The method for extracting each of the antenna parameters will be briefly described. ηMode 
is the efficiency of the antenna mode and can be found by exciting the antenna structure 
with a plane wave. This efficiency disregards the effect of the location of a dipole source 
and is a measurement of 𝑅!"#/(𝑅!"# + 𝑅!) from the circuit in Figure 23. ηDipole is the 
radiative efficiency of a dipole in the antenna gap found by the ratio of radiated power to 
total power dissipated by the dipole source. This efficiency includes losses in the 
spreading resistor of Figure 23, but does not take into account the increased losses due to 
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the anomalous skin effect. The radiative enhancement is the quantity of interest in 
spontaneous emission rate enhancement experiments and is quantified as the radiated 
power of the dipole in the antenna gap divided by the radiated power of a dipole in 
freespace. ω0 and Qtot are the resonant frequency and total quality factor of the antenna 
mode, respectively. ω0 and Qtot are found simply by looking at the frequency response of 
the antenna mode. RΩ can be obtained by integrating the total power absorbed, 𝑃!"#, by 
the antenna when illuminated by a plane wave. The magnitude of the current flowing 
through the antenna, 𝐼!"#, can be extracted in the plane at the midpoint of the antenna 
mode. Using the relation 𝑅! = 2𝑃!"#/𝐼!"#!  leads to the  final circuit model parameter. 
 
Figure 29 shows how the optical efficiency of the nanocube antenna is reduced as various 
effects are taken into account. The blue FDTD curve corresponds to the antenna mode 
efficiency, 𝜂!"#$, when the bulk collision properties of the metal are assumed. The 
efficiency is reduced to the red FDTD curve, 𝜂!"#$%&, when a dipole source located in the 
antenna gap is used as the excitation. The reduction in efficiency between 𝜂!"#$ and 
𝜂!"#$%& corresponds to spreading resistance loss. The lower blue and red curves denote 
𝜂!"#$ and 𝜂!"#$%& when the anomalous skin effect is taken into account, respectively.  
 

 
Figure 29. Optical antenna efficiencies incorporating dipole source, anomalous skin 

effect and surface collisions. (blue FDTD) Antenna mode efficiency using bulk metal 
properties. (red FDTD) Radiative efficiency using bulk metal properties when excited by 

a dipole source. (blue ASE) Antenna mode efficiency with the anomalous skin effect. 
(red ASE) Radiative efficiency incorporating the anomalous skin effect when excited by 
a dipole source. This curve corresponds to the optical efficiency that would be observed 

in a spontaneous emission rate experiment. 
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It is evident from these results that incorporating the anomalous skin effect is crucial to 
properly estimate optical antenna efficiency. This is especially true for spontaneous 
emission enhancement experiments where light emitters may be only a few nanometers 
from a metal surface. For example, FDTD simulation predicts that a light emitter in a 
nanocube antenna with an 11nm gap will have 62% radiative efficiency (red FDTD curve 
in Figure 29). Incorporating the anomalous skin effect reduces this efficiency to only 
35% (red ASE curve).  
 
In addition to a modification of optical efficiency, the inclusion of these effects through 
the antenna mode resistance, 𝑅!, can have an impact on the expected radiative 
spontaneous emission enhancement. The loss resistance of the antenna mode is adjusted 
by the anomalous skin effect by equation (3.15). Essentially, loss in the antenna mode is 
increased to the extent that the skin depth of the antenna mode is smaller than the skin 
depth of a plane wave incident on the metal surface. The skin depth formula for a surface 
plasmon is given by (4.2) and is very similar to that of a plane wave hitting a metal 
surface except for the k-vector correction. By combining equations (3.15) and (4.2) it is 
clear that very sub-wavelength (large k-vector, highly plasmonic) antennas will be most 
affected by this additional loss. 
 

 
By returning to the enhancement formula given by the circuit model in equation (3.25), 
we see that the additional loss in the antenna mode will decrease the radiative 
enhancement. The added loss in the antenna mode will reduce 𝑄!"## as depicted in Figure 
28. A comparison of the radiative enhancement with and without the anomalous skin 
effect is given in Figure 30. The change in enhancement is greatest when the gap is small 
and the antenna is most plasmonic. 
 

 ℓ𝓁!"#$%&'( =
1

𝑘! − 𝜖!
𝜔!

𝑐!

 
(4.2) 
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Figure 30. Radiative spontaneous emission enhancement as a function of gap size for the 
nanocube antenna. The anomalous skin effect and surface collisions have the most impact 

on enhancement for small gaps, where the antenna is more plasmonic. 

The large adjustment of antenna efficiency due to the anomalous skin effect has 
important consequences for the interpretation of spontaneous emission enhancement 
experiments. Time-resolved photoluminescence measurements are often used in order to 
quantify the increased rate of spontaneous emission. The drawback of this technique is 
that increased radiative rates are indistinguishable from increased non-radiative rates in a 
time-resolved measurement. The experimentalist will often cite simulated quantum 
efficiency in order to separate the radiative enhancement from non-radiative 
enhancement. Because standard simulation software does not incorporate surface 
collisions and the anomalous skin effect into the quantum efficiency calculation, claims 
of radiative spontaneous emission enhancement are exaggerated. We propose our circuit 
model and resistance modification as a straightforward solution to include these often 
neglected effects. 
 

4.4 Cavity-Backed Slot Antenna 
 
Aperture antennas are a category of antenna designs that are heavily used at microwave 
frequencies. These antennas consist of a sheet of metal with a dielectric opening. 
Radiation and spontaneous emission enhancement from these structures can also be 
explained in terms of the antenna circuit model developed in this dissertation. The cavity-
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backed slot antenna, a particular type of aperture antenna, will be studied in this section 
due to its advantages in experimental demonstration of large spontaneous emission 
enhancement. 
 
To begin understanding the cavity-backed slot antenna, we first turn our attention a 
ordinary slot antenna. Radiation from slot antennas can be understood by applying 
Babinet’s principle to the previously analyzed case of a dipole antenna. Babinet’s 
principle states that sum of the fields from a source behind an opaque object and the 
compliment of the opaque object is equal to the field from the source with no obstruction 
present. Booker extended the principle to antennas by showing radiation from a dipole 
antenna can be related to radiation from it’s compliment, the slot antenna [39]. The 
geometry of these two antenna structures is shown in Figure 31. 
 

 
Figure 31. a) Dipole antenna and polarization of antenna mode electric-field. b) Slot 

antenna and polarization of antenna mode electric-field. 

 
The slot antenna is essentially the dual of the dipole antenna. The substitution of all 
metals with dielectrics and vice versa in the plane of the antenna leads to an interchange 
between electric and magnetic fields. Consequently, both structures in Figure 31a and b 
have the same resonant frequency. The antenna mode of the slot antenna now consists of 
an electric field with polarization perpendicular to the long-axis of the slot. Therefore, the 
dipole source orientation that will couple to the slot antenna will also be perpendicular to 
the long-axis of the slot. The gap length that determines the strength of current induced in 
the antenna by Ramo’s theorem (equation (1.13)) will be the width of the short-axis of 
the slot. 
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Figure 32. Cavity-backed slot antenna. a) Cross-sections of antenna geometry. The cavity 

is defined by its length, ℓ𝓁, width, d, and depth, h. b) Perspective view of antenna 
geometry. Radiation is directed only into the hemisphere above the cavity-backed slot 

antenna. 

 
Adding a cavity to the slot antenna has several advantages for experimental 
demonstration of spontaneous emission enhancement. First, instead of emitting radiation 
both above and below the plane of the slot antenna, adding a cavity will direct the 
radiation into a single hemisphere. The improved directivity will results in easier 
detection of signals in any optical antenna experiment. Second, the addition of a cavity 
allows for a method of tuning the resonant properties of the antenna. Lastly, including a 
cavity allows for a simplified fabrication process of the optical antennas. 
 
A schematic of the cavity-backed slot antenna is shown in Figure 32.  The length, width, 
and height of the cavity are the three parameters that can be adjusted in this design. The 
width of the antenna should be as small as possible down to 10nm, which is the regime 
where spreading resistance and the anomalous skin effect begin to substantially harm 
antenna efficiency. The cavity depth and length can then be tuned so that the antenna will 
be resonant at the desired frequency. The cavity can be interpreted as added capacitance 
and inductance to the slot antennas capacitance and inductance. The cavity can be treated 
like a rectangular waveguide to estimate these additional reactive elements [40]. As the 
cavity depth is increased, the length of the slot must be reduced to maintain the same 
resonant frequency. 
 
Changing the cavity length and depth will affect the total quality factor, 𝑄, and the 
radiation quality factor, 𝑄!"#. At the same resonant frequency, longer slots will have 
larger radiation resistance (𝑅!"# ∝ ℓ𝓁!/𝜆!) and result in lower 𝑄!"#. Ohmic losses in the 
antenna mode will only weakly depend on the length of the antenna slot. Each antenna 
has the same gap width of 20nm and is tuned to be resonant at 𝜆 = 700nm. 
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As the slot length is reduced and 𝑄!"# is increased, the antenna mode efficiency 
(𝑄/𝑄!"#) approaches 50%. If we recall, the circuit model for optical antenna enhanced 
spontaneous emission predicts that the enhancement is maximized when the antenna 
mode efficiency is 50%. Indeed, when a dipole source is placed in the antenna gap of 
each of the structures analyzed in Figure 33, the highest spontaneous emission 
enhancement is achieved by the antenna that has 50% efficiency.  
 

 
Figure 33. Slot antenna enhancement and efficiency for various cavity depths. All of the 
antennas have the same gap size of 20nm. The length of each antenna is chosen so that 

the structure is resonant at λ=700nm. The maximum enhancement occurs when the 
antenna efficiency is 50%. 

 
The cavity-backed slot antenna is a very interesting antenna design due to the advantages 
detailed in this section. It is an easily fabricated structure with directional emission into 
one hemisphere. Additionally, the cavity allows for a range of designs with the same 
resonant frequency that can be chosen either to maximize efficiency or to maximize 
spontaneous emission enhancement.  
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5 Enhanced Spontaneous 
Emission from InP 

 
Interest in enhancing the spontaneous emission rate of light emitters has increased over 
the past decade. Early experiments on single molecules in the gap of bowtie antennas 
demonstrated the ability of antennas to enhance the decay rate of a coupled light emitter 
[41]. Enhancement of spontaneous emission from quantum wells was demonstrated using 
scattering from plasmons in a metal sheet [42] and dipole antennas [43], but these 
approaches were limited to low enhancement and efficiency. Larger enhancement has 
recently been demonstrated using dye molecules [38], [44], [45] and erbium atoms [46], 
but these emitters do not provide the path to electrical injection that is required for an 
antenna-enhanced LED. In this section, an InP ridge will be used as the active material 
and will be coupled directly to the gap of an arch-dipole antenna. 
 

5.1 Device Design and Fabrication 
 
The antenna used to enhance the spontaneous emission rate of InP is an arch dipole 
antenna. This geometry provides for a method of tuning the gap impedance in the antenna 
to reduce shunting of source current that occurs for with very small antenna gaps. 
Additionally, this structure has an advantage in fabrication due to the self-alignment of 
the antenna gap to the semiconductor source. The arch dipole structure has been utilized 
in both SERS and spontaneous emission enhancement experiments to enhance light-
matter interactions [34], [47], [48].  
 
The addition of the inductive arch to the antenna causes the fundamental mode of the 
antenna to split into two resonances. The lowest frequency resonance corresponds to the 
mode that has both the current in the antenna arms and the current in the arch in phase 
with each other. This will be referred to as the symmetric mode. The higher frequency 
resonance is a mode with the current in the antenna arms 180 degrees out of phase with 
the current in the inductive arch. This will be referred to as the anti-symmetric mode. The 
mode used for this design will be the anti-symmetric mode because the length of the 
antenna operating at the anti-symmetric resonance is longer than the antenna operating at 
the symmetric resonance. Since Wheeler’s limit tells us that the radiation Q of the 
antenna depends on the antenna volume, we know that the longer antenna will be the 
better antenna. 
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Figure 34. Spontaneous emission enhancement for Arch-Dipole antenna coupled to an 
InP source. The arch splits the fundamental antenna resonance into a higher frequency 

anti-symmetric mode and a lower frequency symmetric mode. 

 
The fabrication process for this optical antenna design begins by forming the InP emitter. 
The InP needs to be shaped into a nanoscale ridge with a width that approaches 10nm. 
The width of the InP ridge will dictate the size of the antenna gap, which has a large 
impact on how much spontaneous emission enhancement can be achieved by the optical 
antenna. An outline of the process used to fabricate the small InP ridges is shown in 
Figure 35.   
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Figure 35. Fabrication process flow for InP ridges with widths down to 10nm. The crystal 

plane orientation is shown in step 4. 

 
The process begins with an epitaxially grown wafer consisting of a 10nm InGaAs layer, 
the 10nm InP active layer, a 150nm InGaAsP etch stop, and the InP substrate. The 
process begins by patterning a titanium hard mask, which will be used to etch the InGaAs 
layer into thin ridges. PMMA A2 photoresist is patterned by electron beam lithography 
and developed in MIBK/IPA (1:3). The titanium mask is then formed by electron-beam 
eveaporation of 7nm of titanium followed by liftoff in acetone. Next, the InGaAs layer is 
etched using a dilute mixture of sulfuric acid, hydrogen peroxide, and water (1:8:5000). 
This etches InGaAs at a rate of approximately 2nm/s [49]. The goal of this etch is to form 
InGaAs ridges with as narrow a width as possible. Several different widths of titanium 
masks with an average width of about 100nm were used so that the precise timing of the 
wet-etch would not be crucial. An example of the resulting undercut and remaining 
InGaAs ridge is shown in Figure 36. Typically an undercut of around 40nm was used, 
and the narrowest ridges were around 15nm wide. 
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Figure 36. Tilted SEM image of InGaAs ridge after using wet-etch to undercut the Ti 

mask corresponding to step 3 in Figure 35. Good control of the etching rate enables ridge 
widths in the 10-20nm range. 

 
The InGaAs ridge will now be used as a mask to etch the InP ridge that will be the 
emitting material for the optical antennas.  There are a multiple reasons why this method 
was used to etch the InP rather than using a dry-etching method. First, dry etching of    
III-V materials is known to induce many defects at the etched surface. Since the surface 
to volume ratio for the InP ridges is very large, the poor surfaces created by dry-etching 
would make the PL efficiency prohibitively low. Instead, wet etching InP with HCl based 
etchants results in relatively good surfaces. However, the etch rate of InP in HCl 
solutions cannot be controlled with the precision necessary to get a 15nm wide ridge. The 
etch rate of InGaAs in dilute H2SO4:H2O2:H2O can be controlled into the nm/s range 
allowing for precise control of ridge width. Finally, HCl based etching of InP shows a 
very anisotropic etching pattern when masked by a layer of epitxially grown InGaAs 
[50]–[53]. By choosing the long axis of the ridge to follow the [0,1,1] crystal plane, the 
sidewall of the InP will be nearly vertical and will not undercut the InGaAs mask above 
it. In this way the precisely controlled InGaAs wet-etch can be used to control the width 
of the InP ridge beneath it. 
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Figure 37. a) SEM Image showing undercut of Ti mask after InGaAs etch step. b) Tilted 

view of after InGaAs etch. b) Image of ridge after InP etch and Ti mask removal. The InP 
etch is sensitive to the crystal plane orientation such that one edge has a nearly vertical 

sidewall. d) Tilted view after InP etch and Ti mask removal. 

 
The anistropic etching of InP beneath the InGaAs mask can be seen in Figure 37. The 
HCl based etchant does not etch the InP beneath the InGaAs and the [0,1,1] edges are 
nearly vertical. There is a noticeable undercut at the corners of the test patch because the 
[0,0,1] and [0,1,0] crystal planes do get etched. After completing the InP etch in 
HCl:H3PO4 (1:2), titanium mask is removed with HF. The InGaAs mask can then be 
removed using H2SO4:H2O2:H2O. Finally, a 3nm film of TiO2 is deposited by atomic 
layer deposition (ALD). The insulating layer is used to provide a barrier between the InP 
active region and the optical antenna. 
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Figure 38. Fabrication process flow for optical antennas used to enhance the spontaneous 

emission rate of InP. 

 
Optical antennas can then be fabricated on some of the InP ridges while others are left 
bare to serve as the control for characterizing spontaneous emission enhancement. 
PMMA A2 resist is again used for e-beam lithography to define the optical antenna. E-
beam evaporation is then used to deposit a thin layer (1-2nm) of titanium for an adhesion 
layer. Next, a 35nm layer of gold is evaporated to form the optical antennas. The sample 
is soaked in acetone to liftoff the excess metal regions. Images of the bare InP ridge and 
completed optical antenna devices are shown in Figure 39. 
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Figure 39. Completed fabrication of a) bare InP ridge and b) optical antenna device 
before substrate removal 

 
The final step in the fabrication process involves transferring the completed devices to a 
transparent substrate. A bead of optical epoxy (NOA 81) is placed on the top-side of the 
sample. A quartz substrate is placed on top of the epoxy and the entire structure is cured 
in a UV oven for 10 minutes. Once the quick cure is complete, the sample is placed on a 
hotplate for 12 hours at 50C. The majority of the InP is removed by mechanical lapping 
with 1500 grit silicon carbide sandpaper. The sample is placed in HCl:H3PO4 (1:1) at 50C 
until the remainder of the InP substrate is removed. Lastly, the InGaAsP etch stop can be 
removed using H2SO4:H2O2:H2O (1:1:10). The end result is the structure shown in the 
final step of Figure 38. 
 
Removal of the high-index InP substrate is crucial for characterizing spontaneous 
emission enhancement. Light emitted by an antenna at the interface between air and a 
high-index substrate will preferentially emit into the substrate [54]. If the substrate 
consists of planar interfaces, much of the light will be trapped in the high-index substrate 
[55]. However, if the surface contains scattering sites such as roughness or antennas, the 
trapped light can escape. In a PL experiment this would result in more light collected 
from the region containing antennas than regions that do not.  This effect is not related to 
the rate of spontaneous emission, so it must either be mitigated or accounted for. 
Removing the high-index substrate and replacing it with quartz greatly reduces the 
impact of light-trapping due to a quadratic dependence on the refractive index.  
 
 

5.2 Measuring Spontaneous Emission Enhancement 
 
There are two strategies that can be used to experimentally measure the enhancement of 
spontaneous emission. The best method for determining spontaneous emission 
enhancement will depend on the quantum efficiency of the light emitter used. For low 
quantum efficiency, a comparison of quantum efficiency of the antenna coupled emitter 
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to a bare emitter will give spontaneous emission rate enhancement. For efficiencies near 
100%, a time resolved measurement would give the enhancement. For moderate 
efficiencies, a combination of both quantum efficiency and time-resolved measurement 
may be necessary to accurately determine the rate enhancement. In order to demonstrate 
how each of these measurements is related to the spontaneous emission rate, we need to 
return to the carrier recombination rate equations. 
 
The quantum efficiency of the semiconductor light emitter without an optical antenna can 
be described in terms of a radiative, 𝜏!, and non-radiative, 𝜏!", lifetime as was done in 
Chapter 1. 
 

 
First, we will examine the case of low quantum efficiency emitter (𝜏!" ≪ 𝜏!). This gives 
with good approximation a simplified form of quantum efficiency. 
 

 
The antenna-coupled source will emit a factor of 𝐹! more power than in the bare case, 
where 𝐹! was defined in (1.24). Using the antenna efficiency, 𝜂!"#, defined as the ratio of 
radiated power to total power loss in the antenna allows us to write the quantum 
efficiency of the antenna-coupled source. 
 

 
If the quantum efficiency is still low (𝜏!" ≪ 𝜏!/𝐹!), the antenna-coupled quantum 
efficiency may also be simplified. 
 

 
Now, the ratio of (5.4) and (5.2) gives an experimental determination of spontaneous 
emission enhancement. 
 

 
The ratio of quantum efficiencies between the antenna-coupled source and bare source 
can be obtained by a photoluminescence measurement. This method of experimentally 
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determining spontaneous emission enhancement will only include increases in the rate of 
radiation produced by the source material. Notably, the antenna efficiency is already 
incorporated into the measurement, so the effects of unknown material loss properties in 
the antenna are included.  
 
Also, the enhancement measured by (5.5) will be an underestimate of the spontaneous 
emission enhancement for sources with higher quantum efficiencies. As 𝜏!/𝐹! 
approaches 𝜏!", equation (5.4) is no longer accurate and the enhancement given by (5.5) 
will yield an artificially low value. This is due to the fact that even for infinite 
spontaneous emission enhancement, the highest observed quantum efficiency from the 
antenna-coupled sources will be 𝑄𝐸!"# = 𝜂!"#. Therefore, the maximum enhancement 
that can be experimentally observed by measuring quantum efficiency will be: 
 

 
The second method of determining spontaneous emission enhancement relies on a direct 
measurement of the carrier recombination lifetime through a time-resolved 
photoluminescence measurement. Time-resolved measurements only give information 
about the total decay rate of the source with no differentiation between the radiative and 
non-radiative loss mechanisms. Again using the rate equations from Chapter 2, we have 
the total decay rate of the bare emitter, 𝛤!, and the antenna-coupled emitter, 𝛤!"#. 
 

 
In the low efficiency regime (𝜏!" ≪ 𝐹!𝜏!), the ratio 𝛤!"#/𝛤! would yield no information. 
The carrier recombination rate is set by the non-radiative recombination lifetime, so both 
situations would yield the same decay rate.  In the high efficiency regime (𝜏!" > 𝜏!), we 
may simplify the decay rate ratio to a form that does yield some information about the 
spontaneous emission enhancement. 
 

 
Unfortunately, the quantity 𝐹! gives the enhanced rate of emission into both radiation and 
ohmic losses in the antenna. Therefore, the time-resolved method reveals nothing about 
the antenna efficiency and relies on assumptions about antenna material quality and 
design performance. Using a combination of both quantum efficiency and time-resolved 
measurements will allow for more information to separate the radiative and non-radiative 
decay channels. However, this is often very difficult in practice since time-resolved 
measurements are typically performed at very high initial carrier concentrations in order 
to get sufficient signal incident on the detector.  The quantum efficiency can vary 
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significantly with carrier concentration, so care must be taken to ensure the same carrier 
concentration is used for both the quantum efficiency and time-resolved measurements. 
 
The experimental demonstrations of spontaneous emission enhancement in this 
dissertation will utilize the method of quantum efficiency comparison.  
Photoluminescence measurements are performed while taking into account the effect of 
the antenna structure on the laser pump intensity seen by the emitting material in order to 
compare quantum efficiencies with and without the antenna present. This approach gives 
a lower bound on spontaneous emission enhancement while inherently taking into 
account ohmic losses in the antenna. 
  

5.3 Pump Enhancement 
 
In any photoluminescence experiment where quantum efficiencies are measured it is 
necessary to know what portion of the pump laser the light emitter absorbs. In the case of 
comparing two samples consisting of the same material, one can simply say the two 
samples absorb the same amount of light. This leads to a straightforward comparison of 
quantum efficiency by the relative intensity of photoluminescence. However, the amount 
of absorbed pump light can differ substantially when the two samples are in different 
electromagnetic environments. The presence of an optical antenna coupled to the light 
emitter can substantially change how much pump light is absorbed. Therefore, the 
enhancement in photoluminescence observed by antenna-coupled devices over bare 
devices must be corrected to account for pump enhancement. 
 
The pump enhancement for this type of antenna design can be accounted for by taking 
advantage of the fact that the antenna only strongly modifies light polarized along the 
antenna’s long-axis. Characterization of the pump enhancement begins by pumping both 
the bare InP and antenna-coupled InP with light in the antenna polarization. The antenna 
enhances the field seen by the antenna-coupled InP leading to greater absorption and a 
higher carrier density than in the bare InP. A polarizer is then used on the resulting InP 
photoluminescence so that only light polarized perpendicular to the antenna is collected. 
In this polarization, the antenna does not strongly modify the spontaneous emission. 
Therefore, the ratio of light intensity collected by the antenna-coupled device to the bare 
device gives a measurement of pump enhancement. 
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Figure 40. Measurement of pump enhancement. Blue corresponds to light from the 

antenna-coupled InP ridges. Red corresponds to bare InP ridges. The grey curve is 8.5x 
the bare case. 

 
The resulting photoluminescence spectra are given in Figure 40. The antenna-coupled InP 
ridges show about 8.5x stronger signal than the bare InP ridges. This boost in signal is 
taken as a direct measurement of pump enhancement. These antennas were not designed 
to be resonant at the pump wavelength (720nm), so the pump enhancement is not 
especially large. Tuning the antenna to the pump wavelength would be very useful for 
applications where strong absorption in a small volume of semiconductor is desired. The 
pump enhancement correction factor may now be used to determine spontaneous 
emission enhancement. 
 
 

5.4 Enhancement Results 
 
The enhancement of spontaneous emission can now be characterized by taking 
photoluminescence spectra from the same devices in Figure 40, but in the antenna 
polarization. The antenna should strongly modify the spontaneous emission rate in the 
antenna polarization, which would result in much stronger photoluminescence signal 
from antenna-coupled devices than bare devices. A comparison between the measured 
spectra is shown in Figure 41. 
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Figure 41. Photoluminescence enhancement of antenna-coupled InP ridges. Blue 

corresponds to light from the antenna-coupled InP ridges. Red corresponds to bare InP 
ridges. The grey curve is 120x the bare case. 

 
The antenna-coupled InP ridges show about 120x greater photoluminescence signal than 
bare InP ridges. Taking into account the factor of 8.5x enhancement due to pump 
enhancement leaves a factor of 14x increase in quantum efficiency. The boost in quantum 
efficiency is a direct consequence of an increase in the spontaneous emission rate of the 
material as explained by (5.5).  
 
A 14x increase in spontaneous emission falls short of the predicted enhancement shown 
in Figure 34. There are a few reasons why the experimental result falls short of the 
simulated enhancement. First, the arch-dipole antenna fabricated in this experiment is 
very sensitive to slight changes in geometry near the antenna gap. As a result, the antenna 
resonance may be shifted off the emission peak of the InP ridges and cause a reduction in 
enhancement. Also, the ohmic losses in the fabricated structure may be underestimated in 
simulation. A layer of 1-2nm of titanium was necessary to get good adhesion of gold 
during the antenna fabrication. Titanium is very absorbing at these optical frequencies, 
and would increase ohmic losses and reduce spontaneous emission enhancement. 
 
In conclusion, a 14x enhancement of the spontaneous emission rate was demonstrated by 
coupling an InP ridge to an optical antenna. Additionally, the antenna-coupled devices 
showed a 120x increase in photoluminescence in the antenna polarization. The results 
presented here constitute experimental proof that optical antennas can be used to modify 
the spontaneous emission rate of a semiconductor. The antenna design used in this 
section is far from optimal, and will be improved upon in Chapter 6 of this dissertation. 
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6 Enhanced Spontaneous 
Emission from 2D 
Semiconductors 

 
III-V semiconductors have dominated the field of optoelectronics due to a direct band-
gap allowing efficient conversion between electron-hole pairs and light. Lasers, LEDs, 
and solar cells are always composed of III-Vs for this reason. However, a well-known 
property of these materials is that their surfaces are completely ridden with defects. 
Surface defects become non-radiative recombination centers if left uncapped. In optical 
antennas, where the gap of the antenna is preferably around 10nm, the surface to volume 
ratio is very large and surface recombination completely dominates. While a 
heterostructure could be used to clad the surfaces of the exposed semiconductor, the 
cladding layer needs to be around 10nm to effectively passivate the surface [56]. The 
additional thickness of a cladding layer on each side of the active semiconductor will 
limit the maximum achievable spontaneous emission enhancement. Instead, a 
semiconductor with pristine surfaces is desired. 
 

6.1 2D Semiconductor Materials 
 
Only recently a new class of semiconductors has been discovered which has opened the 
door for exciting new opportunities in solid-state and optoelectronic devices [57]. An 
entire family of transition-metal dichalcogenide materials exhibits a direct bandgap when 
reduced to a single monolayer. The quantum efficiency of these monolayers can be in the 
0.01% to 1% range meaning that the surfaces have relatively few defects compared to III-
V materials. Even more promising, recent results have shown that a super-acid surface 
treatment of MoS2 monolayers can increase the quantum efficiency to over 95% [58]. 
 

 
Figure 42. Atomic structure of the monolayer semiconductor MoS2. Reproduced from 

[59]  
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The atomic structure of MoS2 is shown in Figure 42. Other transition metal 
dichalcogenide monolayer materials such as WSe2, WS2, and MoSe2 have a similar 
atomic structure. Each of these materials shows light emission in the 600-800nm 
wavelength range. These materials can also be contacted and electrically injected to form 
LEDs [60]. The high quality surfaces of 2D semiconductors make them intriguing 
candidates for the emitter in an antenna-enhanced LED. There have been some 
demonstrations of spontaneous emission enhancement of monolayer semiconductors, but 
none showing over 25x enhancement [61], [62]. The remainder of this section will focus 
on experimentally demonstrating large spontaneous emission enhancement in these 2D 
semiconductors. 
 

6.2 Cavity-Backed Slot Antenna Resonances 
 
The cavity-backed slot antenna discussed in Chapter 4 is an excellent design for coupling 
with 2D semiconductors. The location of maximum electric field in the fundamental 
mode of the cavity-backed slot antenna is at the base of the cavity. By placing the 2D 
semiconductor in this location, the spontaneous emission enhancement is maximized. The 
electric-field profile for the cavity-backed slot antenna is shown in Figure 43. 
 

 
Figure 43. Electric-field profile for the fundamental mode of a cavity-backed slot 

antenna. a) Looking down on the slot shows the fundamental resonance is essentially a 
half-wavelength mode. The active material should be placed at the location of maximum 
electric field (at the top of the cavity as seen in b)) in order to maximize coupling to the 
antenna. c) The location of maximum monolayer coupling in shown in an SEM cross-

section of a fabricated cavity-backed slot antenna. 

 
An additional benefit of using 2D semiconductors with this antenna is that the emitter can 
be treated as only a small perturbation to the resonant properties of the antenna. If III-V 
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materials were used to fill the antenna slot, the resonance of the antenna would be 
changed drastically due to the substantial volume of high-index material. The length of 
the antenna would have to be reduced by roughly a factor of 𝑛 in order to compensate for 
the resonance shift. A monolayer semiconductor, however, adds on a very small volume 
of high-index material to the antenna. The presence of the 2D semiconductor will cause a 
slight red-shift in the antennas resonance, but by only a few 10s of nanometers. 
 
The resonances of cavity-backed slot antenna can be experimentally observed through a 
dark-field scattering measurement. The measurement is performed by illuminating the 
sample with a broadband light source through a dark-field objective. The dark-field 
objective restricts the illuminating light to a cone of high numerical aperture. Light 
incident upon the sample excites the optical antennas, which leads to some light 
reradiated (scattered) by the antenna. Light will be reradiated most strongly at the 
resonant wavelength of the antennas. By collecting a cone of light through the dark-field 
objective of numerical aperture less than the illumination, only light that has been 
scattered by antennas will be observed. Using this technique gives a simple method for 
determining the resonant frequency of cavity-backed slot antennas with different 
geometries. 
 
The resulting dark-field images for arrays of cavity-backed slot antennas of various 
lengths are shown in Figure 44. The antennas appear as diffraction limited spots of color 
corresponding to their resonant wavelength. The antennas are spaced 2µm from their 
nearest neighbor. Each antenna has a cavity roughly 140nm deep, 43nm wide, and filled 
with exposed HSQ e-beam resist (similar to glass). Alignment marks in the top left of 
each image scatter the full spectrum of illumination light while the antennas 
preferentially scatter light at their resonant wavelength. There is a clear red-shift in 
antenna resonance as the length of the antenna slot increases. 
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Figure 44. Dark-field images of arrays of cavity-backed slot antennas with increasing slot 

length. Each antenna has a cavity roughly 140nm deep, 43nm wide, and filled with air. 
The antenna spacing within an array is 2 µm. Alignment marks in the top left of each 
image scatter the full spectrum of illumination light while the antennas preferentially 

scatter light at their resonant wavelength. 

 
As the length of the antennas increase beyond 250nm, the resonant wavelength will move 
to the infrared and cannot be observed with the naked eye. However, the antennas also 
have higher order resonances. For longer antennas this higher order resonance will move 
into the visible regime and can be viewed via the dark field microscope. An example of 
such a higher order resonance is shown in Figure 45 for an array of cavity-backed slot 
antennas with 450nm length. 
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Figure 45. Dark field images of 450nm long cavity-back slot antennas. The cavity is 

filled with exposed HSQ e-beam resist (similar to glass). The scattering image shows two 
lobes corresponding to a higher order resonance of the antennas. 

 
Using the same dark-field technique, the scattering spectrum for each array of antennas 
may also be taken. These spectra are shown in Figure 46 for antennas with length 
increasing from 100 to 400nm. The first order resonance can be seen for antennas with 
lengths from 100-300nm. The first order resonance for 350 and 400nm is cutoff by long 
wavelength limit of the detector, but a higher order resonance is observed around 700nm. 

500nm%
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Figure 46. Slot antenna scattering spectra for lengths from 100-400nm. The cavity of the 
antennas is roughly 40nm wide, 140nm deep and filled with exposed HSQ e-beam resist. 
The long wavelength limit of the detector cuts off the first order resonances for the 350 

and 400nm antennas. 

 
A notable feature of the results in Figure 46 is that the scattering cross section increases 
as the resonant wavelength of the antennas increase. This is a very fundamental property 
of antennas and applies even in the optical regime. For a receiving antenna, one can 
define a capture cross section, 𝐴!. This quantity describes how much power will be 
delivered to a load, 𝑃!, from an incoming plane wave with intensity 𝐼 through the relation 
𝐴! = 𝑃!/𝐼. Using the reciprocal nature of Maxwell’s equations, one can derive an 
expression for the capture cross-section of an antenna in terms of its resonant wavelength, 
𝜆, and directivity, 𝐷 [4]. If the load resistance is matched to the antenna, the capture cross 
section becomes:  
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Similarly, a scattering cross section can be defined to relate how much power will be re-
radiated by the antenna from an incoming plane wave. If the load is an open circuit, the 
radiation cross section becomes: 
 

 
The dependence of 𝐴!"# on 𝜆! is clearly demonstrated in Figure 46. These results further 
demonstrate the equivalence between optical antennas and conventional microwave 
antennas. Equations (6.1) and (6.2) lead one to consider the possibility of using optical 
antennas to efficiently focus light from a source, or to emit light preferentially in a certain 
direction. Potential applications of using optical antennas in this way are sub-diffraction 
limit imaging [63], focusing laser light for heat-assisted magnetic recording (HAMR) 
[64], and optical wavelength beam steering [65]. 
 

 
Figure 47. Slot antenna resonant wavelength for various antenna slot lengths and gap 

widths. The antenna slot is filled with a 140nm deep ridge of exposed HSQ e-beam resist. 
Points correspond to experimental results while lines come from simulation. 
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A comparison between the resonant wavelength of the cavity-backed slot antennas 
measured in Figure 46 and the resonant wavelength predicted by simulation is shown in 
Figure 47. There is a slight discrepancy between the experimental data and the resonance 
predicted by simulation. The mismatch is most likely due to the imperfect fabrication of 
the cavity-backed slot antennas. Nevertheless, the general trends of resonant shift 
predicted by simulation in terms of antenna length and gap width were confirmed by the 
experiment. Once the resonant wavelength of the antennas is know, an array can be 
chosen to match the emission spectrum of the desired 2D semiconductor so that the 
maximum spontaneous emission enhancement can be attained. 
 

6.3 WSe2 Enhancement 
 
The cavity-backed slot antenna was used to demonstrate spontaneous emission 
enhancement in monolayer WSe2 [40], [66]. This 2D semiconductor emits light at a peak 
wavelength at 760nm and quantum efficiency on the order of 1%. The WSe2 monolayer 
in this experiment was restricted only to the “hotspot” of the antenna mode. Similar 
structures were fabricated without metal present in order to quantify the relative benefit 
in quantum efficiency due to the optical antenna. The fabrication process for these 
devices is outlined below. 
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Figure 48. Process flow for fabrication of WSe2 coupled to Ag cavity-backed slot 

antennas. Bare samples follow the same process with the exception of the Ag evaporation 
in step 6. A cross-section of the completed device is shown in 9).  

 
A sacrificial substrate consisting an epitaxial grown InGaAs etch stop on InP is used to 
begin the fabrication process. A 20nm layer of Al2O3 is deposited on the substrate by 
atomic layer deposition. This layer will serve as a protective layer for the Ag once the 
devices are completed. The WSe2 monolayer is then transferred to the substrate. These 
monolayers are obtained by exfoliation to a Si/SiO2 substrate and transferred with a layer 
of PMMA. Next, a 40nm layer of SiO2 is deposited by e-beam evaporation. The SiO2 will 
form the cavity of the antenna, so the thickness of the layer will determine the cavity 
depth. A Cr hard mask is then fabricated by e-beam lithography and development of 
PMMA A2 resist followed by e-beam evaporation and liftoff. The width of the Cr mask 
determines the antenna slot width, which limits the maximum attainable spontaneous 
emission enhancement. The devices presented here had slot widths of around 30nm. The 
unmasked SiO2 and WSe2 are then etched away in SF6 plasma for 40-50 seconds. The 
remaining ridge is shown in step 5 of Figure 48. 
 
The metal forming the antenna is now deposited by e-beam evaporation. Silver was 
chosen due to its low loss at optical frequencies. A thick layer (>200nm) was deposited to 
completely cover the top surface of the substrate. An extra 20nm of Ti was then deposited 
to improve adhesion during the subsequent substrate removal process. Devices fabricated 
to serve as bare WSe2 emitters were fabricated following the same process with the 
exception of the Ag evaporation in step 6. 
 
The substrate is then removed following the same InP removal process described earlier 
chapter 5. First, the majority of the InP substrate is mechanically lapped away using 1500 
grit silicone. The remaining InP and InGaAs layers are removed in HCl:H3PO4 (1:1) and 
H2SO4:H2O2:H2O (1:1:10), respectively. The final structure is shown in step 9 of Figure 
48. The initial 20nm protective layer of Al2O3 is still present to prevent the reaction of 
silver with sulfur in the ambient environment. Critically, at no point in the process does 
the silver surface of the cavity-backed slot antenna come in contact with ambient air 
conditions. 
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Figure 49. Dark-field images of silver cavity-backed slot antennas in the a) antenna 

polarization and b) perpendicular polarization. The SEM image in c) is overlayed with 
the dark-field image in a). Antennas slots with defects show a resonance in the visible 

while smooth antenna slots are resonant in the infrared. 

 
The silver cavity-backed slot antennas fabricated by this method have significant 
variation from antenna to antenna. Dark-field images of an array of silver cavity-backed 
antennas are shown in Figure 49a. Even though each antenna in the array was formed 
using the same dimensions, there is a significant variation in their resonant frequencies. 
The SEM image in Figure 49c is overlayed with the dark field image in a) revealing the 
cause of the variation in resonance. These antennas were designed to be resonant at 
770nm, so an ideal slot should appear a very deep red in a dark-field image. Interestingly, 
the slots that have defects (seen in c)) have a blue-shifted resonance and appear yellow-
orange in the dark-field image. The variation in resonant frequency will impact the 
amount of spontaneous emission enhancement observed by each antenna-coupled WSe2 
device due to the required matching of resonant frequency to emission wavelength.  
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Figure 50. Scattering spectra of silver cavity-backed slot antennas used for spontaneous 
emission enhancement in WSe2. Orange and green curves correspond to antennas poorly 

matched to the wavelength of emission of WSe2. The blue curve shows the scattering 
spectra of a tuned antenna. 

 
The variation in antenna resonant frequency can be seen in the scattering spectra of the 
antennas. Dark-field scattering spectra of the silver cavity-back slot antennas coupled to 
WSe2 are shown in Figure 50. While each curve is dominated by the scattering from a 
single antenna, some light from nearby antennas in the array is incorporated in the 
measured spectra. Additionally, defects on the sample surface cause additional scattered 
light, which can broaden the resonances observed above. The blue curve shows a fairly 
good match in resonance to the wavelength range of light emission from WSe2, so this 
antenna is expected to have the largest spontaneous emission enhancement of the three. 
The green and orange curves are not well matched, and should show a corresponding 
decrease in enhancement. The antennas measured here were used in the 
photoluminescence measurements discussed next.  
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Figure 51. Photoluminesccnce data from etched WSe2 monolayers. When coupled to a 

cavity-backed slot antenna the WSe2 emission was enhanced. Antennas with resonances 
not tuned to the emission wavelength of WSe2 only enhanced the collected signal by 20x 

(orange) and 190x (green). The antenna tuned to the emission wavelength of WSe2 
enhanced the collected PL signal by 700x. 

 
 
Photoluminescence measurements were performed on both samples with and without the 
silver cavity-backed slot antennas. Excitation of carriers in the WSe2 was provided by a 
532nm CW laser polarized perpendicular to the antenna mode. The laser was focused on 
the sample using a 100x 0.8NA objective, and PL was collected through the same 
objective. After filtering out the pump laser using dichroic and long-pass filters, the PL 
was directed to a grating. The resulting PL spectra were measured using a liquid nitrogen 
cooled Si CCD. 
 
The PL measured for various antenna-coupled devices and for the bare WSe2 is shown in 
Figure 51. The WSe2 emission was enhanced when coupled to a cavity-backed slot 
antenna over the case when no silver antenna was present. Antennas with resonances not 
tuned to the emission wavelength of WSe2 only enhanced the collected signal by 20x 
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(orange) and 190x (green). The antenna tuned to the emission wavelength of WSe2 
enhanced the collected PL signal by 700x (blue). 
 
As discussed earlier, an increase in quantum efficiency is evidence of an increase in the 
spontaneous emission rate of the active material. A few experimental correction factors 
must be accounted for in order to extract the boost in quantum efficiency from the PL 
data shown in Figure 51. First, the pump intensity seen by the WSe2 monolayer with and 
without an antenna will be slightly modified. The pump laser was polarized perpendicular 
to the antenna mode to mitigate this effect, but there will still be a small correction factor. 
FDTD simulations of the polarized 532nm laser show that pump intensity is enhanced by 
a factor of 1.6x for the antenna devices over bare devices. Second, the cavity-backed slot 
antenna emits radiation only into the upper hemisphere. The bare WSe2 devices will emit 
radiation in all directions. The emission will from bare devices will be slightly stronger 
down into the substrate than up into free-space due to the substrate index of 1.5. The 
result of the difference in radiation pattern between the two cases is a 2.8x increase in 
collection efficiency from antenna-coupled devices. Lastly, the cavity-backed slot 
antenna will only enhance emission from dipoles in WSe2 that are oriented in the antenna 
polarization. Therefore, the unpolarized bare WSe2 emission must be reduced by a factor 
of 2x.  
 
Together, the pump intensity, radiation pattern, and polarization factors result in a 
reduction of 2.2x to convert enhancement of collected PL signal shown in Figure 51 to 
enhancement of quantum efficiency. Therefore, the tuned antenna resulted in a 318x 
increase in quantum efficiency. The enhancement is a direct result of an increased 
spontaneous emission rate in WSe2. The goal set at the beginning of this dissertation was 
to demonstrate a 200x enhancement to show that spontaneous emission can be faster than 
the fastest stimulated emission. These results indicate that such a large spontaneous 
emission enhancement is possible and has been observed. 
  

6.4  MoS2 Enhancement 
 
The results presented in the previous section using monolayer WSe2 show very high 
spontaneous emission enhancement, but the overall quantum efficiency was still low (1% 
range). The process of etching the WSe2 monolayer into small rectangles creates defects 
at the edges leading to a large increase in non-radiative recombination. In the following 
experiment, the monolayer semiconductor is left unetched in order to mitigate edge 
recombination. MoS2 was chosen as the semiconductor emitter in order to demonstrate 
that both high quantum efficiency and fast spontaneous emission is possible. With a 
superacid surface treatment, MoS2 has shown over 95% quantum efficiency [58]. Here, a 
monolayer of MoS2 will be coupled to gold cavity-backed slot antennas. A comparison of 
quantum efficiency of the flake before and after transfer to the optical antenna array will 
indicate the amount of spontaneous emission enhancement. 
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6.4.1 Device Fabrication 
 
The process of fabricating the optical antennas for MoS2 spontaneous emission 
enhancement begins by making the cavity-backed slot antennas. The process flow is 
detailed in Figure 52.  A sacrificial substrate composed of an InP substrate with 
alternating InP and InGaAs etch stop layers is initially used to carry the patterned antenna 
slots. A layer of HSQ e-beam resist is then spun on. The thickness of the HSQ layer will 
determine the depth of the antenna cavity and was chosen to be roughly 80nm for these 
devices. E-beam lithography is used to pattern the lateral dimension of the antenna slots. 
A range of lengths from 100-400nm and widths from 20-60nm were used. The unexposed 
HSQ can then be removed by placing the sample in TMAH for 60 seconds. 
 
The metal for the optical antenna is then deposited by e-beam evaporation. A very thin 
layer of titanium (0.5nm) was used to provide adhesion sites for the gold layer. Next, a 
200nm gold layer was evaporated with a chamber pressure of 2e-6 torr at a deposition 
rate of around 0.3nm/sec. The sample was mounted inside the chamber on a tilting stage. 
As gold was being evaporated, the sample was rotated around the long axis of the 
antennas. In situ tilting was important for eliminating sidewall defects in the final antenna 
structure. Without tilting during evaporation, the gold would not sufficiently cover the 
sidewalls of the HSQ ridges, which leads to more variation in the final antenna 
properties. 

 
Figure 52. Process flow for gold cavity-backed slot antenna fabrication. 

 
After gold evaporation, a capping layer of 20nm titanium was used to improve adhesion 
during the substrate removal process. The sample was flipped over and bonded to a 
quartz slide using optical epoxy (Norland’s Optical Adhesive 81). Following the same 



 77 

mechanical lapping and etching process as described in Figure 35, the III-V substrate 
materials were removed. The resulting structure reveals arrays of cavity-backed slot 
antennas that are filled with exposed HSQ e-beam resist. Finally, the HSQ can be 
removed by a 10sec etch in 1:10 buffered HF. As an added benefit, the HF will also 
remove the thin titanium layer that was initially deposited for adhesion purposes.  
 
 

 
Figure 53. SEM images of cavity-backed slot antennas before HSQ removal. Slot antenna 

gap widths down to 25nm were achieved. 

 
An example of the fabricated antennas after substrate removal is shown in Figure 53. Slot 
antenna gap widths down to 25nm were achieved. The gold surface is very smooth due to 
the evaporation onto an epitaxially grown wafer followed by substrate removal. Also, the 
large grain size of gold visible in Figure 53 suggests that the metal is of high quality. 
 
After completing the fabrication of arrays of cavity-backed slot antennas, the resonances 
of each array can be measured by dark-field scattering. As shown in Figure 54, the peak 
emission wavelength of monolayer MoS2 is around 660nm. The antenna array with 
length of around 275nm, and gap width of roughly 25nm was chosen to match well to the 
660nm emission wavelength. 
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Figure 54. Photoluminescence spectrum of an as exfoliated monolayer of MoS2 

 
The transfer process used to locate the MoS2 monolayer on the desired array of antennas 
is outlined in Figure 55. The monolayer is initially exfoliated onto a Si/SiO2 substrate. 
The SiO2 layer is 90nm thick and provides good optical contrast so that monolayers can 
be distinguished from multilayers. A layer of PMMA is spun on the Si/SiO2 substrate, 
and a small section around the monolayer is cut out for transfer. The MoS2 monolayer 
sticks to the PMMA when it is lifted from the substrate and placed at the desired location 
on the antenna substrate. Finally, the PMMA is removed in an acetone bath.   
 

 
Figure 55. MoS2 monolayer transfer process. 
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An image of a MoS2 monolayer after it has been transferred to an antenna array is shown 
in Figure 56. The monolayer appears very faintly over the array due to its approximately 
5% absorptivity [67]. Each antenna in the array can be seen as a dark spot in the image 
due to their absorption in the visible range. The spacing between each antenna is 1µm, 
and the monolayer is around 10µm in sized. 
 
 

 
 

Figure 56. MoS2 monolayer on an antenna array of the transfer process. The monolayer 
appears very faintly so it is outlined. The antennas appear as dark spots in the image due 

to their absorption of light. The spacing between each antenna is 1µm. 

 

6.4.2 Experimental Results 
 
 
The quantum efficiency and spontaneous emission enhancement of the MoS2 coupled to 
optical antennas can now be obtained through photoluminescence measurements. A CW 
laser at 532nm was used as to excite carriers in the MoS2 monolayer. The same pump 
power of 1.5µW was measured coming out of the objective for all measurements.  
Photoluminescence was collected through the same 100x, 0.8NA objective that was used 
for pumping. Dichroic and long-pass filters were used to separate PL from the pump 
laser. The PL signal was then directed to a spectrometer and detected by a liquid nitrogen 
cooled Si CCD.  
 
Photoluminescence was taken on a monolayer of MoS2 after it was exfoliated onto the 
Si/SiO2 substrate. This measurement gives the baseline quantum efficiency for the 
experiment. The same measurement was performed on the same MoS2 monolayer after it 
was transferred to the optical antenna array. The resulting signal in raw counts from the 
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Si CCD is shown in Figure 57. There is an approximately 4x increase in total PL signal 
coming from the MoS2 coupled to antennas over MoS2 on a Si/SiO2 substrate. 
 

 
Figure 57. Raw photoluminescence data before and after transfer of a MoS2 monolayer 

from Si/SiO2 substrate to an optical antenna array. 

 
In order to interpret these results, we must first notice that the majority of the area of the 
transferred MoS2 monolayer is not in the “hotspot” of the optical antennas. Most of the 
monolayer is directly above the gold surface and does not couple to an optical antenna at 
all. Based on the earlier discussion in this dissertation of dipole emitters the approach 
metal surfaces, we should expect very inefficient emission from the MoS2 everywhere 
outside of the slot of the optical antennas. A diagram showing the spatial dependence of 
expected PL efficiency is given in Figure 58.  
 

0 

2000 

4000 

6000 

8000 

10000 

12000 

14000 

16000 

18000 

20000 

600 620 640 660 680 700 720 

R
aw

 C
ou

nt
s/

10
s 

Wavelength (nm) 

MoS2 on Antennas 

MoS2 on  
Si/SiO2 Substrate 



 81 

 
 
Figure 58. Spatial dependence of radiation efficiency. The spontaneous emission rate will 
be enhanced in MoS2 located inside the slot of each antenna leading to efficient PL. MoS2 
outside the antenna slots will be dominated by emission into ohmic losses in the gold and 

lead to inefficient PL. a) Top-down diagram of spatial dependence of PL efficiency. b) 
Cross-section of spatial dependence of PL efficiency. 

 
Images of the PL emitted by the antenna-coupled MoS2 monolayer show exactly the 
behavior one would expect. There is a bright PL spot located at each antenna location, 
with a spacing corresponding to the antenna array spacing of 1µm. Also, the PL is 
strongly polarized. Spatial images of PL emission in the antenna polarization and 
perpendicular to the antenna polarization are shown in Figure 59. Antenna polarized PL 
is strong and confined to the location of antennas, while perpendicular polarized PL is 
weak and broad area.  

 
Figure 59. Spatial dependence of photoluminescence emitted by a MoS2 monolayer 

coupled to an array of optical antennas. 
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The results shown in Figure 59 are confirmation of the influence of the antennas on the 
spontaneous emission from the MoS2 monolayer. The strong polarization ratio of PL 
emission from the optical antennas arises from the fact that the antennas only enhance the 
spontaneous emission rate of the antenna polarization. This is also evidence that the 
spatial dependence of the PL is not due to changes in the pump intensity. If the antenna 
were causing greater absorption of pump light, the emission intensity would have 
increased for both the antenna and perpendicular polarizations. 
 
Now that the spatial distribution of PL emission is known to be confined only to the area 
of the antennas, we may apply a correction factor to the raw data in Figure 57. The area 
occupied by antennas is around 111x less than the full area of the MoS2. Therefore, to 
compare the intensity of emission from the antenna-coupled MoS2 to the as exfoliated 
MoS2, we must multiply the antenna PL signal by this factor. 
 
The pump intensity seen by the monolayer and the collection efficiency of the optical 
setup must be accounted for in order to convert from the raw PL signals to quantum 
efficiency. The pump laser was polarized perpendicular to the polarization of the 
antennas to mitigate any pump enhancement. Optical simulations of the 90nm SiO2 on Si 
substrate show that constructive interference due to the dielectric stack leads to a stronger 
pump intensity for the as exfoliated case than the antenna case by a factor of 2.2x. 
 
The cavity-backed slot antenna emits light only into the hemisphere above the sample, 
which leads to greater collection efficiency than the as exfoliated case. Optical 
simulations of the two cases show that the collection efficiency will be 2.7x greater for 
the antenna case than the as exfoliated case. Finally, the throughput of the optical setup 
must be calibrated in order to estimate the absolute quantum efficiency for each case. 
Calibration was performed by illuminating a piece of spectralon (diffuse lambertian 
reflector) with a red laser. The spectral dependence of throughput was determined using a 
calibrated blackbody source. Both the antenna polarization and perpendicular 
polarizations were calibrated to account for the polarization dependence of all optics in 
the PL beam path. 
 
The calibrated photoluminescence spectra for the same MoS2 before and after transfer to 
the optical antennas is shown in Figure 60. By integrating over the full spectrum, we can 
estimate the absolute quantum efficiency of the MoS2 monolayer in each case. The as 
exfoliated flake shows 0.025% efficiency while the antenna-coupled MoS2 has 7% 
quantum efficiency. The resulting boost in quantum efficiency is 280x. 
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Figure 60. Calibrated quantum efficiency for the same MoS2 as exfoliated on the Si/SiO2 

substrate, after transfer to the optical antennas, and after surface treatment. 

 
The spontaneous emission rate of the antenna-coupled MoS2 has only been enhanced in 
the antenna polarization. Since the as exfoliated monolayer emits equally in both 
polarizations, the spontaneous emission enhancement in the antenna polarization is 2x the 
boost in quantum efficiency. Therefore, these results are an indication of a spontaneous 
emission enhancement of 560x.  
 
The super-acid surface treatment was then applied to the MoS2 monolayer in an attempt 
to further increase the absolute quantum efficiency of these devices. If the efficiency 
were limited by non-radiative recombination at defects on the surface of the MoS2 
monolayer, applying the surface treatment should show improved quantum efficiency. 
However, the resulting PL obtained after surface treatment did not increase. This suggests 
that quantum efficiency was instead limited by the diffusion of excitons out of the 
“hotspot” of the antennas.  
 
The results demonstrated here show that high efficiency and large spontaneous emission 
enhancement can be achieved in the same device. Further improvements on the absolute 
quantum efficiency of the devices will require some type of carrier confinement in order 
to eliminate diffusion of carriers as a loss mechanism.  Recent experiments showing the 
growth of lateral heterojunctions using 2D semiconductors may provide a solution to this 
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problem [68]. Additionally, progress on efficient electrical injection of carriers into these 
2D semiconductors will be required for an efficient antenna-enhanced LED. 
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7 Conclusion 
 
This dissertation has examined the fundamental physics, practical limits, and 
experimental demonstration of antenna enhanced spontaneous emission in 
semiconductors. Beginning with a simple explanation of spontaneous emission as 
radiation from the dipole moment of the semiconductor, a circuit model was created to 
describe the tradeoffs and limits to enhanced spontaneous emission. By coupling to an 
optical antenna, the large mismatch between the size of a semiconductor’s dipole moment 
and the wavelength of light emission is corrected and the spontaneous emission rate is 
increased. The circuit model theory described in this dissertation can be applied to any 
optical antenna and leads to several conclusions about how optical antennas should be 
designed and applied. 
 
The application of optical antenna-enhanced LEDs for short-range optical interconnects 
was discussed. LEDs are typically insufficient for the emitters in optical interconnects 
due to the slow rate of spontaneous emission. However, by using an antenna the 
modulation rate of the LED can be greatly enhanced and exceed that of lasers. Antenna-
enhanced LEDs may be operated at extremely low current levels and maintain their fast 
modulation speed making them ideal for the emitter in a low-power optical interconnect. 
 
A complete description of spontaneous emission enhancement was developed through the 
development of a circuit model. The coupling of dipole sources to optical antennas was 
incorporated using Ramo’s theorem. The antenna resonant frequency and quality factor 
was incorporated by treating the antenna as an RLC resonator. The effects of material 
properties at optical frequencies were described by the complex permittivity and added to 
the circuit model. Kinetic inductance was shown to be a parasitic effect that is included in 
a material’s complex permittivity. 
 
The anomalous skin effect and its impact on optical antennas were also described in this 
dissertation. This often neglected effect occurs when the skin depth of the electric field is 
shorter than the mean free path of electrons in the metal. The result is an increase in 
ohmic loss and decrease in efficiency. These additional losses can be incorporated in the 
optical antenna circuit model to give more accurate descriptions of achievable antenna 
efficiency. The anomalous skin effect is not included in standard FDTD or FEM solvers, 
so an example antenna design was analyzed to show the severity of this loss mechanism 
for antenna feedgaps below 10nm.  
 
Antenna enhanced spontaneous emission was demonstrated on InP emitters. The arch-
dipole antenna design was utilized to mitigate shorting due to a low impedance antenna 
gap. Photoluminescence measurements showed a 120x increase in emitted light intensity 
from the antenn-coupled InP over bare InP ridges. After accounting for the increased 
pump intensity, this result corresponded to a 14x increase in spontaneous emission rate. 
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The potential of 2D semiconductors for efficient antenna-enhanced LEDs was 
introduced. The cavity-backed slot antenna was shown to be an excellent antenna design 
for coupling to 2D semiconductors. The resonances of the cavity-backed slot antenna 
were explored through dark-field scattering measurements. WSe2 monolayers were 
coupled to a silver cavity-backed slot antenna and etched to restrict emission only to the 
antenna hotspot. Properly tuned antennas demonstrated a 318x spontaneous emission 
enhancement. MoS2 monolayers were transferred to optical antenna arrays with 
resonances matched to the 660nm wavelength of MoS2 emission. Photoluminescence 
results revealed an increase quantum efficiency of the MoS2 from 0.025% as exfoliated to 
7% when coupled to the optical antennas. The corresponding increase in spontaneous 
emission enhancement is estimated to be 560x. This result demonstrates that antenna-
enhanced LEDs have the potential to be both fast and efficient light emitters. 
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Appendix. Optical Setup for Photoluminescence 
Measurements 
 
A schematic of the optical setup used for photoluminescence measurements in the MoS2 
and WSe2 spontaneous emission experiments is shown in Figure 61. The optical setup is 
structured around the two turret system provided by an Eclipse TE-2000U Nikon 
microscope. The microscope setup also allows for several output ports to be selected so 
that switching between cameras for imaging and spectroscopy can be done quickly. 
Various configurations of optics within the two turret system allow for switching between 
bright-field imaging, dark-field imaging/spectroscopy, and photoluminescence 
imaging/spectroscopy without moving the sample.  
 

 
 
Figure 61. Schematic of optical setup used for photoluminescence measurements of WSe2 

and MoS2 monolayers.  
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The sample is mounted on an X, Y, Z stage above the inverted microscope. All dark-field 
and photoluminescence measurements on the 2D semiconductors were performed using a 
100x 0.8NA objective. The top turret was utilized for filtering the 532nm pump laser 
from longer wavelength photoluminescence. A bandpass filter (Semrock FF02-525/40) 
initially filters the pump laser. The dichroic filter (Semrock DiO2-R532) reflects the laser 
to the objective and allows longer wavelength PL to pass through. The long pass filter 
(Semrock BLP01-594R) removes any residual laser signal. The pump laser power was 
adjusted using an optical density filter wheel and measured by a Thorlabs S130C optical 
power meter. 
 
The photoluminescence signal is then passed through a rotatable polarizer before 
illuminating the entrance slit of the Princeton Instruments Sp2300i Spectrometer. The 
entrance slit is positioned in the focal plane of the microscope allowing for imaging with 
the attached liquid nitrogen cooled Si CCD (Princeton Instruments 1340x100 array). By 
switching the grating turret of the spectrometer between a mirror and the 600g/mm 
grating, both PL imaging and spectroscopy can be performed. 


